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Abstract: In recent years, many studies on medical texts have attracted the attention of 
researchers. Medical text studies have few multi-label data targets because it is challenging to 
understand dependencies between labels. Therefore, this study investigates a collection of 
medical texts by addressing complex problems in the behavioural pattern of Doctor’s answer 
text in Online Health Consultation (OHC) by suggesting a pattern of six medical interview 
functions ranging from fostering doctor-patient relationships to treatment-related behaviours and 
responding to emotions. There are many proposed MLC methods to solve a multi-label problem. 
However, this study proposes an MLC model that can improve MLC accuracy, especially in 
multilingual medical datasets: English and Indonesian. This study proposes 16 MLC models 
using two feature extraction methods, compares all proposed models, and evaluates model 
performance using three perspectives. The results show that from 3 perspectives, the MLC model 
that consistently outperforms other models in the English dataset is a T-BR-RF model (TF/IDF, 
Binary Relevance, and Random Forest). In contrast, using the Indonesian dataset, the T-BR-AD 
Model (TF/IDF, Binary Relevance and Adaboost) outperforms other MLC models. The feature 
extraction method that helps optimize the performance of MLC models is TF-IDF compared to 
the Word2Vec method. 
 
Keywords: Online Health Consultation, Multi-label Classification, Medical Interview Functions, 
Medical Text, Behavioral Pattern Matching. 
 
1.  Introduction 

WHO confirmed that in 2020 the coronavirus pandemic had spread worldwide and currently 
confirms that there are more than 239 million cases [1]. This situation led some people who 
needed medical consultation to adopt new ways to get the virtual medical care that could limit 
direct contact between doctors and patients [during pandemics], such as using social media for 
telemedicine [2]. The telemedicine platform provides an online health consultation (OHC) for 
people to consult a doctor for free and receive higher traffic visits than before the Coronavirus 
outbreak. OHC helps people receive informational and emotional support to increase their 
willingness to share and seek health information [3]. 

Further, this study also found that a user in an OHC will only share or seek information 
related to their health [3]. On the other hand, based on research [4], people prefer to receive 
recommendations for their minor health problems with online health consultation rather than 
coming to a hospital or clinic, spending time waiting, and going home without proper 
consultation from a doctor’s. In another study [5], users feel comfortable conducting online 
health consultations, mainly if a medical consultation provides practical information according 
to their needs. Based on previous studies’ benefits of online health consultation for the 
community, it aims to produce helpful information for readers and health information seekers, 
especially for users who ask questions in OHC to get a proper and accurate diagnosis. For this 
reason, it requires adequate medical consultation. 
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Medical consultation requires effective communication between patient and doctor’s, and 
the patient’s role is much more important in clinical encounters [6]. Although various obstacles 
sometimes disrupt the health consultation process with medical personnel, patients feel the 
benefits of consultation when reaching the core functions of consultation (for example, personal 
care, ongoing care, and more.) [6]. However, when conducting an effective medical consultation 
at OHC, the challenges faced are the limitations of patients in describing symptoms of the disease 
using text, and doctors also have limitations in providing answers to questions because the 
answers are in the form of text.  

Therefore, doctors need communication skills; if the patient does not take an active role in 
the online health consultation session, the doctor’s must collect information from the patient 
before making a diagnosis. Based on the exposure of previous research and the problems above, 
we suggest that the doctor’s text answer at OHC follow the six functions of a medical interview 
[7]: building relationships, gathering information, providing information, making decisions, 
enabling illness and treatment-related behaviours, responding to emotions from the medical 
interview. 
 Medical text data is complex, and the amount of data has increased rapidly in recent years, 
requiring the application of artificial intelligence in the health sector; one currently overgrowing 
is online health consultation [8]. However, slightly artificial intelligence studies in medical texts 
have focused on multi-label data, such as [9], [10] using single-label data. Therefore, it is 
necessary to investigate further the multi-label classification method (MLC), which has good 
performance in predicting multi-label in medical texts—contrasting with recent research on 
medical texts using multi-label classification [11]–[14].  
 This study investigated the communication patterns of doctor response texts following a 
medical interview function [7] and aims to find a multi-label classification (MLC) model that 
can improve MLC performance, particularly in the classification of medical texts. Therefore, this 
paper proposed an MLC model for predicting the matching of doctor behavior patterns during 
medical interviews in Indonesian online health consultations. Furthermore, this study examines 
the applicability of the proposed MLC model using English health consultation data (the more 
widely used language). Consequently, integrating information including two languages enables 
our suggested model to produce a more comprehensive model, boost the model's adaptability 
and resilience, and provide significant insights into cross-language patterns in health 
consultations. 
 The contribution of this research is to propose the best-performing of MLC model for 
predicting Doctor's Behavioral Pattern Matching During Online Medical Interview using 
multilanguage datasets in English and Indonesian. The MLC approach uses two stages, problem 
transformation and adaptation algorithm, as shown in Figure 4. Because extracting informational 
features can significantly improve the performance of the classification model and reduce 
computational complexity [15]. Therefore, this study also compares two feature extraction 
methods: TF/IDF and Word2Vec, to find out which methods determine the proposed model to 
improve its performance. 

We organize the remainder of the paper: Section 2 discusses multi-label classification and 
related work. In Section 3, we provide details of the Proposed Model Multi-Label Classification 
Method. Section 4 presents experimental results in testing and comparing several models and 
discusses their implications. Furthermore, in section 5, we conclude the experimental results. 

2. Related Work
The multi-label Classification (MLC) method is part of the machine learning approach

through supervised learning [16]. MLC is a classification in which an instance can be part of 
several labels simultaneously [17] and has been widely used in various topics [18], such as in 
images [19], the internet of things [20], action dependencies in the video [21] and many more. 
However, this paper investigated multi-label classification using a collection of Doctor’s text 
answers which suggest contains six medical interview functions [7] and annotated by medical 
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experts; in other words, each Doctor’s text answer has more than one medical interview function; 
this condition is named multi-label. 

This section introduces previous research on problem-solving in text data using an MLC 
approach, especially in medical texts. Then explain the difference in the solution of the previous 
model compared to the proposed model. Various studies have used the MLC approach in text 
classification, including [22]–[26] and more. However, few studies still explicitly discuss multi-
label using medical text data as follows; Research to predict gene function because one gene may 
have many functions with the MLC approach [11]. Experiments were carried out with the Weka 
library, using several methods, namely decision tree, j48, and methods from Mulam Library: 
Label Powerset, Binary Relevance, Random K-Label sets (Rakel), MLKNN (Multi-label K-
Nearest Neighbors). All methods were compared, and it was found that the BR-DT Pru algorithm 
was superior to other algorithms. Another research uses biomedical documents which have a 
very extreme set of labels [12]. Biomedical documents have two forms: biomedical literature 
classification and clinical records. This study compares machine learning classification with 
deep learning to determine which method performs best in classifying biomedical text 
documents. The machine learning classification method uses Binary relevance in the problem 
transformation stage and SVM, logistic regression, random forest, and extra tree in the algorithm 
adaptation stage.  

This study reports that the MLC approach with the Binary Relevance method and SVM with 
a linear kernel performs better than other machine learning algorithms. Another research uses 
data on patients with Psychotic Disorder Disease (PDD) [13]. This study uses data on PDD 
patients because a psychotic patient may have symptoms that lead to several PDD diseases, thus 
requiring the MLC method to assist in diagnosis. This study evaluates 15 MLC methods, some 
of them problem transformation (PT) using Binary Relevance (BR), Label Powerset (LP) with 
Homer, and Algorithm Adaptation (AA) using four algorithms, namely ML-KNN, PCT, ML-
RF, ML-DT, Rakel. This study indicates that one of the two that has the best performance on the 
transformation problem is the powerset label. At the same time, Naive Bayes (NB) and Naive 
Bayes Tree (NBTree) consistently perform best on the PDD dataset. 

Another study used a multi-label approach to identify various diseases in the patient’s 
electronic medical record dataset. This study proposes machine learning for classification of 
diseases using the extracted data from electronic health records (EHR) and also used deep 
learning for training the model using deep neural networks, which this research claims can help 
prevent misdiagnosis [14]. Previous studies used machine learning approaches to effectively 
solve multi-label problems on medical text datasets, as machine learning models are often easier 
to understand and implement. Thus, it can be concluded that: 
• Some studies above used two stages in solving multi-label problems: transformation 

problems and adaptation algorithms. In line with this research, we use both stages at the 
problem transformation stage using the Binary Relevance (BR) and Label Powerset (LP) 
methods.  

• At the adaptation algorithm stage, we use four classification algorithms, namely Random 
Forest (RF), Adaboost (AD), KNN, and Multilayer Perceptron (MLP). Then combined, these 
two methods into eight proposed MLC models, and several previous studies have not 
discussed using this method. 

• Several studies above compare various MLC models to determine which model performs 
best in the classification. In line with this study, we propose and investigate the best MLC 
method using several proposed MLC models to predict the pattern of medical interview 
functions in Doctors’ text answers using multilingual datasets: Indonesian and English. The 
datasets were collected by web scraping from an online health consulting service website and 
labelled with the help of a team of medical experts with six medical interview functions. 

• Previous studies measuring the performance of the MLC model mostly used an example-
based perspective. This study conducted a more detailed investigation using three 
perspectives: example-based, label-based, and rating-based. 
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In this study, we intentionally worked with a smaller dataset of 1000 datasets containing 
doctor's answer texts with six labels for several reasons: (1) The nature of our research required 
precise expert annotations, which are more feasible on a smaller scale; (2) Small datasets allow 
us to focus on the intricacies of label imbalance and multi-label classification, providing a deeper 
model performance analysis; (3) Working with a smaller dataset aligns with best practices, 
enabling thorough model evaluation and enhancing the robustness of our findings. Despite its 
size, our dataset is representative of real-world scenarios, and the insights gained are valuable 
for addressing similar challenges in larger datasets. 

 Our study proposed a machine learning approach for several reasons: it is more suitable as 
it can work reasonably with smaller datasets, is faster to train and deploy, is a more practical 
choice for applications that require real-time or near-real-time processing, and is suitable for 
researchers with limited computing resources. In addition, based on the research of [15], feature 
extraction helps classification performance, so in this study, we also investigate two feature 
extraction methods, TF-IDF and Word2Vec, to find out which method can help the performance 
of the proposed model. From the explanation above, the contribution of this study is proposing 
a multi-label classification model for medical texts, significantly to predict doctors' behavioral 
pattern matching during the online medical interview using a collection of Doctors' answer texts 
in various languages (Indonesian and English).  

The proposed multi-label classification model combines problem transformation and 
adaptation algorithms with 8 MLC models, which then also compare two feature extraction 
methods, TF-IDF and Word2Vec so that a total of 16 combined models. We evaluate the 
proposed models using three perspectives with ten metric measurement methods. 

 
3. Proposed Model Multi-Label Classification Method 

This section introduces a proposed Multi-Label Classification (MLC) framework to predict 
the Pattern of Medical Interviews Function in Online Health Consultation Texts. The stages of 
the research process in the proposed framework are shown in Figure 1; we explain this section 
into four stages: collecting data at A, pre-processing data at B, proposing a model for MLC at C, 
and MLC Evaluation Measures at D. 

 
A. Collecting Dataset 

The consultation date range on the dataset is as follows: Alodokter from 8 December 2014 
to 28 February 2021; Steadyhealth from 2 February 2005 to 12 April 2018. We provide the 
dataset to a team of medical experts, who then label each instance according to the six medical 

 
Figure 1.  Proposed Framework Multi-Label Classification for Doctor's Behavioral 

Pattern Matching During Online Medical Interview using Machine Learning 
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interview functions (F) [7]: (F1) Building relationships, (F2) Gathering information, (F3) 
Providing information, (F4) decision making, (F5) enabling disease and treatment-related 
behaviours and (F6) responding to emotional, medical interviews. We display an example of a 
doctor’s text answer used in the experiment and labelling by a team of medical experts in Figure 
2 and the distribution of the instances number on each label as shown in Figure 3. 

 
B. Process Data 

This section describes in detail several stages ranging from text pre-processing, NLP, and 
feature extraction. 
• Text Preprocessing 

The research data we collect is still raw and requires a cleaning stage. The following are the 
pre-processing stages used a library from python in this experiment [27]; (1) change all strings 
in attribute to lowercase using the lower method; (2) remove noise text; at this stage, we perform 
some removal actions using translate method such as: to remove punctuation and change it with 
space also delete sentences containing numbers and change it with space; using join and split 
method to remove double space, because the previous cleaning process caused many spaces 
between words, thus requiring a double-spaced cleaning; uses regex strings to remove sentences 
containing HTML tags, and also use this method to delete special characters that have not erased 
from the previous stage such as containing *, RP, or other characters from the dataset; 

In this stage, we also perform stop word removal is the process of removing a word that is 
not needed. These unnecessary words are referred to in the stop word list [27], [28]. The most 
important characteristic to determine the stop word is usually the word that occurs most often, 
for example, conjunctions such as "why," "when," "until," and others. In our experiment, we 
used Satya's Indonesian stop word list for the Indonesian dataset. In contrast, for the English 
dataset, we use the English stop word from a python package named the nltk.corpus package 
("stopword"). 

 
• NLP Processing 

The next stage is NLP processing, tokenization, and stemming [27]. The tokenizing stage is 
separating each word in a doctor’s text answer. An example of tokenizing in the following word 

 
Figure 2. An example of a dataset from the Online Health Consultation (OHC) website was 
then identified by a team of medical experts whether followed the six functions of a medical 
interview 
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snippet is "sore throat is generally caused by..." then, in this step, generate three tokens "sore", 
"throat", and "generally." This stage also represents the dataset into several scores, such as the 
number of words generally obtained from the tokenization process. The next stage uses the 
Stemming algorithm, whose purpose is quite specific and straightforward, looking for the 
morphological roots of a word [28]. In the stemming stage, we use the Python Library name 
Sastrawi for the Indonesian dataset [29], while the English dataset uses a package in python 
named nltk.stem.porter. 

 
• Feature Extraction 

The next step is to perform feature extraction on the dataset to determine the importance of 
the word (term) in each doctor’s text answer in the corpus. In this study, we compared the feature 
extraction process using Word2Vec and TF-IDF methods to find out which methods help 
improve MLC accuracy performance. The following is a detailed explanation of how the TF-
IDF and Word2Vec models are processed; 
• TF-IDF is the most well-known and used weighting method. This method performs word 

weighting by calculating the frequency value of the occurrence of a word in each document 
and counting the occurrence of a word in the total number of documents [30]. There are three 
stages of how TF-IDF feature extraction works  [31]: (1) Term Frequency (TF): This 
component measures the frequency of a term (word) within a document. It indicates how 
often a term appears in a document and is calculated as the number of times a term appears 
in the document divided by the total number of terms in the document. The following 
equation: 
𝑇𝑇𝑇𝑇(𝑡𝑡,𝑑𝑑)  =  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑖𝑖𝑖𝑖 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑑𝑑

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖𝑖𝑖 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑑𝑑
    (1) 

(2) Inverse Document Frequency (IDF): IDF measures the importance of a term across a 
collection of documents. It calculates the inverse of the fraction of documents that contain 
the term. Terms that are common across all documents receive a lower IDF score, while terms 
that are unique to a specific document receive a higher IDF score. The following equation: 
𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡)  =  1 + 𝑙𝑙𝑙𝑙𝑙𝑙 �𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡
�    (2) 

(3) TF-IDF Score: The TF-IDF score for a term in a document combines the TF and IDF 
values. It indicates how important a term is in a specific document within the context of the 
entire corpus. The following equation: 
𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡,𝑑𝑑)  =  𝑇𝑇𝑇𝑇 (𝑡𝑡,𝑑𝑑) 𝑥𝑥 𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡)       (3) 

 
 

Figure 3. The Distribution of The Dataset Contains a Collection of Doctor’s Text Answers 
on Each Label. 
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This study implements the TF-IDF feature extraction model using the Python package Scikit-
TfidfVectorizer learn's function. 

• Word2Vec is a particularly efficient predictive model for raw text with learning word 
embedding. This method combines CBOW and Skip-Gram to convert words into vectors 
[32], [33]. The following describes how Word2Vec performs feature extraction [34]; The 
Word2Vec model first constructs a vocabulary from training data, then determines and learns 
the vector representation of each word. Word2vec contains two training algorithms; (1) 
Continuous Bag of Words (CBOW): CBOW predicts the target word based on its 
surrounding context words. It takes a context window of words (e.g., "context_size" words 
to the left and right of the target word) as input and tries to predict the target word in the 
middle. (2) Skip-gram: Skip-gram, on the other hand, predicts the surrounding context 
words given the target word. It takes the target word as input and aims to predict the context 
words within the context window.  
In this study, the embedding of Word2Vec as a feature extraction technique enables the 
proposed multilabel classification model to recognize subtle semantic relationships in text 
data, thereby enhancing the model's ability to handle multi-label classification in the context 
of online medical consultations. This study implements the Word2Vec feature extraction 
model using the Gensim Python package. 
 

C. Proposed Model for Optimization of Multi-label Classification (MLC) in Medical Texts 
(Hybrid-MLC) 
Multi-label classification is a standard method for modelling objects with multiple meanings 

[35]. In this study, we divide the MLC approach into two stages: Problem Transformation (PT) 
and Adaptation Algorithm (AA) [23], [36]–[38], as shown in Figure 1 and Figure 4. Problem 
transformation is the first stage of multi-label classification that transforms the multi-label 
problem into a single-label, wherein this study used Binary Relevance (BR) and Label Powerset 
(LP). A detailed description of the proposed model for PT is as follows. 
• Binary Relevance (BR) is a method for modifying the original data set with multiple labels 

into one label by dividing the original data set into label groups. Each instance can be in 
multiple label groups [39], [40]. Binary relevance has a hidden weakness of the inability to 
utilize label correlation to improve the generalization ability to learn systems [35]. 

• Label Powerset (LP) is a problem transformation method for transforming a multi-label 
problem into a multi-class problem using a single multi-class classifier trained with all the 
unique label combinations found in the training data [11], [26]. 
The next step is to classify the dataset using a single-label or conventional classification 

algorithm. This step is called the adaptation algorithm (AA). In the AA stage, to find the suitable 
algorithm for the proposed MLC model, based on related literature and conducting some 
preliminary experiments also recognizing the complexity of multilabel and imbalanced datasets, 
in this study we used Random Forest (RF), AdaBoost (AD), K-Nearest Neighbors (KNN), and 
Multilayer Perceptron (MLP) as our primary algorithms after weighing their robustness, 
adaptability, and track record in similar settings. The consistent superiority demonstrated by 
these algorithms in our exhaustive evaluations validates our selection, confirming their 
suitability as the most effective instruments for addressing the challenges inherent to our dataset 
and research objectives. 
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The following is a detailed explanation of Classification algorithm or a conventional 
classification algorithm in the AA stage using four classical classifier methods: 
• Random Forest (RF) [41][42]: is one of the methods in the Decision Tree, an ensemble of 

unpruned classification or regression trees. RF is a powerful tool capable of delivering 
performance because reduces overfitting, less sensitive to outliers and noisy data than some 
other algorithms, and can provide a measure of feature importance. 

• Adaboost (AD): This algorithm combines weak classification functions to form a more robust 
classifier [42]. 

• KNN is a lazy learning method widely used in data mining, especially when datasets have 
little or no prior knowledge of data distribution [43]. 

• Multilayer Perceptron (MLP) is a method that repeatedly adjusts the weights and thresholds 
to minimize the difference between the target output and the resulting output [44], also type 
of artificial neural network that can be used for deep learning tasks and to learn complex 
hierarchical representations of data, can handle various types of data 

  
In this study, the two stages are combined and create eight proposed models of the MLC model. 
This study also compares the two-feature extraction (FE) methods: TF-IDF (T) and Word2Vec 
(W), to determine which FE method helps the model get the best performance. So, in the 
experimental stage, the eight models are combined with the FE method, with 16 models, as 
shown in Figure 4.  

The abbreviations in   Figure 4 contain T-BR-RF=TF IDF-Binary Relevance-Random 
Forest), T-BR-AD=TFIDF-Binary Relevance-Adaboost, T-BR-KNN=TFIDF-Binary 
Relevance-KNN, T-BR-MLP=TFIDF-Binary Relevance-Multilayer Perceptron, T-LP-
RF=TFIDF-Label Powerset-Random Forest, T-LP-AD=TF IDF-Label Powerset-Adaboost, T-
LP-KNN=TF IDF-Label Powerset-KNN, T-LP-MLP=TF IDF-Label Powerset-Multilayer 
Perceptron, W-BR-RF=Word2Vec-Binary Relevance-Random Forest, W-BR-AD=Word2Vec-
Binary Relevance-Adaboost, W-BR-KNN=Word2Vec-Binary Relevance-KNN, W-BR-
MLP=Word2Vec-Binary Relevance-Multilayer Perceptron, W-LP-RF=Word2Vec-Label 
Powerset-Random Forest, W-LP-AD=Word2Vec - Powerset Label – Adaboost, W-LP-
KNN=Word2Vec - Label Powerset – KNN, W-LP-MLP=Word2Vec-Label Powerset- 
Multilayer Perceptron. 

 
Figure 4. The Proposed Multi-Label Classification Model for Doctor's Behavioral Pattern 

Matching During Online Medical Interview 
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We train the proposed model using datasets containing a collection of doctor's text answers 
from OHC in Indonesian and English using the hyperparameter technique to determine the best 
parameters for each model's performance accuracy. Hyperparameter is a search strategy that 
evaluates all candidates with a few resources and repeatedly uses more resources to select the 
best candidate. 

 
(2) Multi-Label Classification Evaluation Measures 

In traditional supervised classification, performance evaluation measures are usually by 
accuracy or F-measure. However, different from MLC, performance in multi-label is more 
complicated as each instance can be associated with multiple labels simultaneously [17]. 
Therefore, in this study, we conduct several steps to evaluate the performance of the MLC 
method from three perspectives: example-based, label-based, and ranking-based. The following 
is an explanation from each perspective [45]. 
• Example-based perspective measures the classification performance for each sample based 

on the average difference between the actual and predicted label sets across all samples [39]. 
At this stage, we use multiple measurement metrics, such as the most well-known multi-label 
measurement, to predict errors in MLC named Hamming Loss (HL), precision, recall and 
F1-Score.       

• The label-based perspective measures the classification performance for each label 
individually and reports the average performance across all labels [45]. The MLC model’s 
evaluation needs to be measured using this perspective because the classification 
performance measurement will be carried out on all labels and then averaged [45]. This study 
uses a macro average because the macro average calculates the metric independently for each 
label and then takes the average (treating all classes equally) [40]. The following is a detailed 
explanation of macro averaging approach with three metrics; Precision Macro (PM), Recall 
Macro (RM), and F1-Score Macro (F1M) [40], [46]; Precision Macro (PM) is an average 
precision over the data (d) class variables (precision per label) as in the following formula:  
𝑃𝑃𝑀𝑀 = ∑ 𝑇𝑇𝑇𝑇𝑖𝑖

𝑇𝑇𝑇𝑇𝑖𝑖+𝐹𝐹𝐹𝐹𝑖𝑖
𝑑𝑑
𝑖𝑖=1             (1) 

Recall Macro (RM) over the variables in the data (d) class (recall per label) as in the following 
equation: 
𝑅𝑅𝑀𝑀 = ∑ 𝑇𝑇𝑇𝑇𝑖𝑖

𝑇𝑇𝑇𝑇𝑖𝑖+𝐹𝐹𝐹𝐹𝑖𝑖
𝑑𝑑
𝑖𝑖=1             (2) 

F1-Score Macro (F1M) is Relationships between data's positive labels and those assigned by 
a classifier on a per-class basis. The following formula: 

 
Figure 5. Multi-label visualization data based on two datasets containing collections of 

doctors' answers text from online health consultations 
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𝐹𝐹1𝑀𝑀  =  (𝛽𝛽2+1) 𝑋𝑋 𝑃𝑃𝑀𝑀 𝑋𝑋 𝑅𝑅𝑀𝑀
𝛽𝛽2 𝑃𝑃𝑀𝑀  + 𝑅𝑅𝑀𝑀

            (3) 
where TP is True Positive, FP (False Positive), and FN (False Negative). 

• The ranking-based perspective compares the label ranking predictions generated by the 
classification, averaging the results of overall samples [13]. This experiment used multiple 
measurement metrics, such as Coverage Error (CE), to evaluate the MLC Method from a 
Ranking-Based perspective. This metric goal is to predict all labels correctly, so it is 
necessary to include all labels with a score greater than or equal to the actual label. Label 
ranking average Precision (LRAP) is the average of each ground truth label associated with 
each sample, the ratio of the accurate label to the total label with the lowest score. Label 
ranking Error (LRE) expresses the number of times irrelevant labels are ranked higher than 
relevant labels [45]. 
 

4. Result and Discussion 
This section presents the experimental results using two datasets containing doctor's answer 

text in Indonesian and English. We compare the performance of our proposed multi-label 
classification (MLC) models and suggest the best model of all the proposed models. In addition, 
this study also compared two feature extractions to determine which method helps our proposed 
MLC model get better accuracy performance. 

The experiment in this study uses the python programming language with the Scikit-Learn 
package. We Explain this section into three sections, Data visualization of multi-label quantities 
A, Experimental result B, and Discussion of experimental result discovery C. 
A. Data visualization for the distribution of multi-label quantities  

This section displays the results of tagging or labelling by a team of medical experts on both 
datasets: Indonesian and English, using six medical interview functions. The results in Figure 5 
show the distribution of the number of multi-label instances. The result showed that most of the 
two datasets had 3-4 labels on each instance. In contrast, the Indonesian dataset had four labels 
on 384 instances. In contrast, the English dataset has three labels on 404 instances. No instance 
in the Indonesian dataset has only one label, but the corpus has at least 2 to 6 labels. In contrast, 
no instance has six labels in the English data set, but the corpus has at least 1 to 5 labels. 

 
B. Experimental results of our proposed MLC Method 

The experiment conducted only focused on hyperparameter tuning with HalvingGridSearch 
and utilized a deliberate 80/20 test split. This focused approach allowed us to explore how model 
parameter tuning impacts performance, especially on our complex dataset. Although other 
splitting ratios exist, this study selected consistency to emphasize the significance of 
hyperparameter optimization. Future research could explore various splits, but our study lays a 
solid foundation for understanding the power of hyperparameter tuning in improving model 
adaptability to challenging datasets. This study chose HalvingGridSearch because it effectively 
explores the hyperparameter space while avoiding overfitting, a common issue in machine 
learning. By carefully optimizing parameters, HavingGridSearch strikes a balance between 
model complexity and generalization ability, ensuring that the proposed MLC model can 
effectively adapt to challenging datasets such as the dataset used in this study. 

This study also compares TF-IDF (T) and Word2Vec, two Feature Extraction (FE) 
techniques (W). Determine which FE method can improve the accuracy of the proposed MLC 
models. Thus, in this study, we present experimental results by combining three stages using FE-
PT-AA: Feature Extraction (FE), Problem Transformation (PT), and Adaptation Algorithm 
(AA). For example, the T-BR-RF model stands for TF-IDF - Binary Relevance - Random Forest. 
Other proposed combinations, or the proposed MLC Model in this study, are shown in Figure 4. 

For each proposed MLC model, Table 1 shown the optimal model parameters generated by 
the hyperparameter procedure using HalvingGridSearch. The first column contains the names of 
the 16 proposed MLC models, whereas columns 2 through 6 contain the best parameter (P) 
values for each proposed MLC model, along with the order of parameters from two datasets.The 
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first column contains the names of the 16 proposed MLC models, whereas columns 2 through 6 
contain the best parameter (P) values for each proposed MLC model, along with the order of 
parameters from two datasets: (1) Indonesian (ID) and (2) English (EN). For example, column 
parameters 1 to 5 in the T-BR-RF model have the same parameter values in both datasets. In 
contrast, the W-LP-RF model has two different parameters in column P-1, where the Indonesian 
dataset uses max_depth = 3, while the English dataset uses max_depth = None. 

 
Table 1. The Best Parameter Values for Each Proposed Model 

FE-PT-AA P-1 
(ID; EN) 

P-2 
(ID; EN) 

P-3 
(ID; EN) 

P-4 
(ID; EN) 

P-5 
(ID; EN) 

T-BR-RF max_depth=none Min_samples_split
=5; 

Min_samples_split
=10 

n_estimators= 
48 

  

W-BR-RF max_depth=none Min_samples_split
=5; 

Min_samples_split
=10 

n_estimators= 
48 

  

T-BR-AD algorithm= 
’SAMME’ 

learning_rate = 0.5 n_estimators= 
48 

  

W-BR-AD algorithm= 
’SAMME’ 

learning_rate = 0.1 n_estimators= 
48 

  

T-BR-KNN; 
W-BR-KNN 

algorithm=’kd_tree’ ; 
algorithm: 'auto' 

n_neighbors=48 weights= 
’distance’ 

  

T-BR-MLP activation= 
‘logistic’ 

hidden_layer_sizes
= 189 

learning_rate= 
’invscaling’ ; 
learning_rate: 

'constant' 

solver: 
'adam' 

 

W-BR-MLP activation = ’tanh’ hidden_layer_sizes
= 189 

learning_rate= 
'constant' 

solver:'sgd'
;solver:'ad

am' 

 

T-LP-RF Max_depth=3; 
max_depth: None 

min_samples_split
=5; 

min_samples_split: 
10 

n_estimators = 
48 

  

W-LP-RF max_depth=3; 
max_depth: None 

min_samples_split=
10 

n_estimators = 
48 

  

T-LP-AD algorithm= 
’SAMME.R’ 

learning_rate = 0.1 n_estimators = 
48 

  

W-LP-AD algorithm= 
’SAMME’ 

learning_rate = 0.1 n_estimators = 
48 

  

T-LP-KNN; 
W-LP-KNN 

algorithm=’kd_tree’; 
algorithm:'ball_tree' 

n_neighbors = 48 weights = 
’distance’ 

  

T-LP-MLP activation=’logistic’ 
 

hidden_layer_sizes
=189 

learning_rate= 
‘constant’ 

max_iter
=100 

solver= 
’adam’ 

W-LP-MLP activation=’tanh’ hidden_layer_sizes
=189 

learning_rate= 
’constant’ 

max_iter
=100 

solver= 
’adam’ 

 
• Example-Based 

The performance evaluation results on the proposed MLC model with an example-based 
perspective using eight proposed MLC models also by comparison of two feature extraction 
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methods. Performance measurement is Displayed in Table 2 using HL, P, R, and F1. HL is better 
for lower values, but higher values are better for P, R, and F1 measurements. 

 
Table 2. Metrics Evaluation Results using Example-Based Perspective on the proposed MLC 

model for Doctor's Behavioral Pattern Matching During Online Medical Interviews  

EF-PT-AA Indonesia English 
HL P R F1 HL P R F1 

T-BR-RF 0.037 0.963 0.985 0.971 0.022 0.976 0.987 0.978 
T-BR-AD 0.035 0.963 0.987 0.973 0.023 0.976 0.985 0.977 

T-BR-KNN 0.037 0.963 0.985 0.971 0.023 0.976 0.983 0.976 
T-BR-MLP 0.035 0.965 0.985 0.972 0.022 0.976 0.986 0.977 

T-LP-RF 0.037 0.963 0.985 0.971 0.023 0.976 0.983 0.976 
T-LP-AD 0.040 0.958 0.985 0.969 0.025 0.973 0.983 0.973 

T-LP-KNN 0.037 0.963 0.985 0.971 0.023 0.976 0.983 0.976 
T-LP-MLP 0.037 0.963 0.985 0.971 0.023 0.976 0.983 0.976 
W-BR-RF 0.037 0.963 0.985 0.971 0.025 0.976 0.981 0.974 
W-BR-AD 0.037 0.963 0.985 0.971 0.023 0.976 0.984 0.976 

W-BR-KNN 0.037 0.963 0.985 0.971 0.023 0.976 0.983 0.976 
W-BR-MLP 0.037 0.963 0.985 0.971 0.027 0.974 0.978 0.972 

W-LP-RF 0.037 0.963 0.985 0.971 0.023 0.976 0.984 0.976 
W-LP-AD 0.037 0.963 0.985 0.971 0.025 0.973 0.983 0.974 

W-LP-KNN 0.037 0.963 0.985 0.971 0.023 0.976 0.983 0.976 
W-LP-MLP 0.037 0.963 0.985 0.971 0.025 0.973 0.983 0.974 

 
Based on the results shown in Table 2 shows that the best performance with an example-

based perspective on the Indonesian dataset for HL is in the models: T-BR-AD, TBR-MLP with 
a value of 0.035, P metric in T-BR-MLP with a value of 0.965, metric R on the T-BR-AD model 
with a value of 0.987, and F1 on the T-BR-AD model with a value of 0.973. 

While the best performance on the English dataset for model measurement with HL on two 
models, namely T-BR-RF and T-BR-MLP, with a value of 0.022. while for the P measurement, 
most of the models showed a high P value, namely 0.976, except for four models, T-LP-AD, W-
LP-AD, and W-LP-MLP, with a value of 0.973 and W-BR-MLP, with value 0.974. while the 
measurement using R and F1 metrics, which got the best performance, was the T-BR-RF model 
with an R-value of 0.987 and an F1 value of 0.978. 

The measurement results in the example-based perspective demonstrate that the T-BR-AD 
model significantly outperformed the Indonesian dataset by having the highest scores on HL 
(0.035), R (0.987), and F1 (0.973). In contrast, the T-BR-RF model significantly outperformed 
the other models in the English dataset, achieving the highest scores on the measurements of HL 
(0.022), P (0.976), R (0.987), and F1 (0.978). The proposed MLC model uses the TF-IDF (T) 
feature extraction method to outperform other models in both datasets. Thus, it can be concluded 
that TF-IDF (T) contributes to the superiority of the proposed MLC model over other models by 
enhancing classification performance more than the Word2VEC (W) method.  

 
• Label-based 

Evaluation metrics based on a label-based perspective use a macro averaging approach with 
three metrics, namely Precision Macro (PM), Recall Macro (RM), and F1-Score Macro (F1M), 
which appear in Table 3. The macro average assumes “equal weight” for the label and each 
instance. Based on the label-based perspective, Table 3 shows that neither model significantly 
outperformed the other models in both data sets in a label-based perspective using macro-
average. 

Based on the results shown in Table 3 shows, the model that outperforms other models using 
the Indonesian dataset is the T-BR-AD model with metric values of PM (0.700), RM (0.722), and 
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F1M (0.711). In comparison, the model that has superior performance to other models in the 
English dataset is the T-BR-MLP model with metric values of PM (0.768), RM (0.691), F1M 
(0.722). 

 
Table 3. Metrics Evaluation Results using Label-Based Perspective with macro-averaging on 
the proposed MLC model for Doctor's Behavioral Pattern Matching During Online Medical 

Interviews 

EF-PT-AA Indonesia English 
PM RM F1M PM RM F1M 

T-BR-RF 0.642 0.667 0.653 0.768 0.637 0.673 
T-BR-AD 0.700 0.722 0.711 0.573 0.542 0.550 

T-BR-KNN 0.642 0.667 0.653 0.768 0.635 0.672 
T-BR-MLP 0.643 0.667 0.654 0.768 0.691 0.722 

T-LP-RF 0.642 0.667 0.653 0.768 0.635 0.672 
T-LP-AD 0.642 0.667 0.653 0.487 0.500 0.493 

T-LP-KNN 0.642 0.667 0.653 0.768 0.635 0.672 
T-LP-MLP 0.642 0.667 0.653 0.768 0.635 0.672 
W-BR-RF 0.642 0.667 0.653 0.601 0.580 0.588 
W-BR-AD 0.642 0.667 0.653 0.740 0.595 0.633 

W-BR-KNN 0.642 0.667 0.653 0.768 0.635 0.672 
W-BR-MLP 0.642 0.667 0.653 0.655 0.538 0.559 

W-LP-RF 0.642 0.667 0.653 0.768 0.635 0.671 
W-LP-AD 0.642 0.667 0.653 0.487 0.500 0.493 

W-LP-KNN 0.642 0.667 0.653 0.768 0.635 0.672 
W-LP-MLP 0.642 0.667 0.653 0.487 0.500 0.493 

 
• Ranking-based 

The evaluation metrics are based on a Ranking-based perspective using three measurement 
metrics; Namely Label Ranking Average Precision (LRAP), Coverage Error (CE), and Label 
Ranking Error (LRE). A lower value is better for CE and LRE, but for LRAP, a higher value is 
better. The results in Table 4 show that from a ranking-based perspective, no model outperforms 
other models in the two datasets.  

Based on the results shown in Table 4 shows, the model that outperforms other models using 
the Indonesian dataset is the T-BR-MLP model with metric values of LRAP (0.963), CE (4.130), 
and LRE (0.063). In comparison, the model that has superior performance to other models in the 
English dataset is the T-BR-RF model with metric values of LRAP (0.971), CE (3.180), and 
LRE (0.034). 

 
Table 4. Metrics Evaluation Results using Ranking-Based Perspective on the proposed MLC 

model for Doctor's Behavioral Pattern Matching During Online Medical Interviews 

EF-PT-AA INDONESIA ENGLISH 
LRAP CE LRE LRAP CE LRE 

T-BR-RF 0.961 4.140 0.067 0.971 3.180 0.034 
T-BR-AD 0.962 4.130 0.067 0.971 3.190 0.036 

T-BR-KNN 0.961 4.140 0.067 0.969 3.210 0.038 
T-BR-MLP 0.963 4.130 0.063 0.970 3.190 0.035 

T-LP-RF 0.961 4.140 0.067 0.969 3.210 0.038 
T-LP-AD 0.957 4.160 0.077 0.968 3.210 0.038 

T-LP-KNN 0.961 4.140 0.067 0.969 3.210 0.038 
T-LP-MLP 0.961 4.140 0.067 0.969 3.210 0.038 
W-BR-RF 0.961 4.140 0.067 0.968 3.230 0.040 
W-BR-AD 0.961 4.140 0.067 0.970 3.200 0.037 
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EF-PT-AA INDONESIA ENGLISH 
LRAP CE LRE LRAP CE LRE 

W-BR-KNN 0.961 4.140 0.067 0.969 3.210 0.038 
W-BR-MLP 0.961 4.140 0.067 0.966 3.250 0.043 

W-LP-RF 0.961 4.140 0.067 0.970 3.180 0.037 
W-LP-AD 0.961 4.140 0.067 0.968 3.210 0.038 

W-LP-KNN 0.961 4.140 0.067 0.969 3.210 0.038 
W-LP-MLP 0.961 4.140 0.067 0.968 3.210 0.038 

 
C. Discussion 

Our research investigates the complexities of multi-label classification, in which 
each data instance is assigned multiple labels. This multi-label characteristic introduces 
a fundamental difficulty: the variable distribution of instances across individual labels. 
Some labels are significantly more common than others. For example, Labels 1, 3, 4, 
and 5 have a significantly greater number of occurrences than Labels 2 and 6. The 
variance in instance numbers across labels profoundly affects model performance. 
Traditional machine learning algorithms may exhibit a bias toward the majority class 
labels, leading to suboptimal performance on minority class labels. We actively 
addressed this challenge through a two-stage modeling approach. In the Problem 
Transformation (PT) stage, we explored both Binary Relevance and Powerset Label 
strategies, adapting our approach to the specific characteristics of our data. These 
strategies allow the models to better account for label imbalance and variation in 
instance numbers. 

Additionally, in the Adaptation Algorithm (AA) stage, we harnessed the strengths of 
four distinct machine learning algorithms—Random Forest, K-Nearest Neighbors 
(KNN), Multilayer Perceptron (MLP), and AdaBoost. This strategic selection enabled 
our models to excel in scenarios where label distribution varies significantly. Each 
algorithm brought unique capabilities to the ensemble, enhancing our models' 
adaptability. In summary, the variance in instance numbers across labels is a central 
consideration in our research.  

It has a significant effect on the performance of multi-label classification models. 
Our comprehensive modeling approach strategically handles label imbalance and label 
distribution complications by including Problem Transformation and Adaptation 
Algorithm stages, along with the selection of flexible algorithms. These components, 
along with our complex evaluation viewpoint incorporating example-based, label-
based, and rating-based metrics, contribute to a comprehensive understanding of the 
performance of multi-label classification models in the setting of varying label instance 
numbers. This study provides useful information and indicates how our research may 
be applied to actual scenarios in the broader field of machine learning. 

 
5. Conclusion 

Using Machine Learning, we investigate the multi-label classification (MLC) model in this 
study to predict Doctor's Behavioral Pattern Matching During Online Medical interviews. This 
study uses the doctor's answer text in Indonesian and English from online health consultations. 
This study uses the MLC approach by proposing eight models, which in the experiment are a 
combination of 2 stages, namely problem transformation (PT) and Adaptation Algorithm (AA).  
The PT stage uses BR and LP, while in the AA stage, four classical classification algorithms are 
RF, AD, KNN, and MLP. This study also uses two feature extraction (FE) methods to determine 
which can help the eight models' performance. The combination of 8 MLC models and 2 FE 
methods makes a combination of 16 models. Using the hyperparameter method, all these models 
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were tested, compared, and evaluated using three approaches: example-based, label-based, and 
ranking based. 

According to the experimental results, the proposed model shows the best performance, the 
T-BR-AD (TF/IDF, Binary Relevance, and Adaboost) model, specifically for Indonesian 
language datasets based on the evaluation of metrics from two perspectives, which are example-
based and label-based. Meanwhile, The T-BR-RF (TF/IDF, Binary Relevance, and Random 
Forest) model, developed specifically for the English dataset, evaluates metrics from two 
perspectives: example-based and rank-based. 

Furthermore, the results show that the TF-IDF feature extraction method supports the 
performance of the proposed MLC model more effectively than the Word2Vec feature extraction 
method. For future research, we intend to add more datasets (large amounts of data), process the 
datasets using deep learning approaches, and investigate imbalanced datasets. 
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