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Abstract: A histogram-valued random variable represents its value by a list of pairs of bins and their corresponding probabilities or relative frequencies. This type of data is a part of the symbolic data. There are many cases such as colors in image learning where histogram-valued data are naturally found. This study focuses on classification of the histogram-valued data by extending two approaches of support vector machine (SVM), namely, the expected-based and quantile-based probabilistic SVM on histogram-valued data. In both approaches, the cases of linear and nonlinear problems as well as the least-square classification are discussed. In addition, the extension to multi-class classification is also discussed. To compare the performance of the proposed procedures a simulation study has been done based on some generated data sets. The data are generated from various distributions with various parameters to represent different cases of classification, including binary and multi-class classification. Further, the methods are applied on two different real data sets. From the results, it can be concluded that our proposed methods perform well on wide range of classification problems.
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1. Introduction

In recent years, there has been rapid development on symbolic data analysis (SDA). It is remarkably different from classical data analysis which usually represents a unit of data with a single value, be it numerical, ordinal, or nominal, the SDA offers many other alternative representations of data. Usually, the representations contain more detailed descriptions than only a single-valued representation. Such descriptions are termed as symbolic objects (SOs). The interested readers may refer to the key books. [1], [2]

Some data sets and observation can naturally consist of some SOs. For example, in some scientific measurements, the data are commonly in the forms of interval-valued data. However, the SOs can come from some pre-defined aggregations from massive classical data sets. Because of the vast progress on computerization of data, data sets are growing considerably more massive. The objective of these aggregations can be to obtain more manageable smaller data sets. There are also some conditions in which the researchers or data analysts might not have the access to obtain the raw data and only have summary data. Another possible objective of these pre-defined aggregations is to explore as much information as possible. Of course, specific scientific inquiries are crucial to decide the rules of these pre-defined aggregations of some data sets.

This work focuses on histogram-valued variable as a particular type of SOs, which represents its value by a list of pairs of bins and their corresponding probabilities or relative frequencies. In practice, the histogram-valued data can naturally be found, because for various economic, technical, or political reasons, the researchers or data analysts might not have the access to obtain the raw data and only have summary data in the form of histograms. For example, in various financial industries, usually some individual data such as incomes, expenditures, etc. are not single real-valued but histogram-valued data because of privacy and regulations. Such data are often needed to solve use case customer relationship management, underwriting, or fraud early warning system.
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Summarizing data to be histogram-valued data can be considered as a data reduction technique. Besides, there might be some other analytical reasons to summarize data by constructing histogram-valued data. For example, one may be interested to analyze data in the form of groups of observations. The groups can be in the form of countries, institutions, schools, etc. An interesting example by Kejzar et al. [3] consists of modal-valued variables, and one of them is in the form of histogram-valued variable. Their example shows that representing the observations with histograms provides more information than some real values such as means or other instances. Besides, presenting all the raw data will make the data size considerably larger. Therefore, building histogram-valued data can be considered as data reduction and dimensionality reduction, along with some advantages related to some specific scientific questions.

Studies in supervised learning and unsupervised learning have been done on histogram-valued data. For example, in supervised learning, [4], [5] studied classification of histogram-valued data using learning random forest and decision trees. Linear regression of histogram-valued random variables also had been studied [6], [7]. In the field of supervised learning, the research on principal component analysis [8] and clustering [6] have been explored extensively in previous works. Meanwhile, the SVM method is one of the most well-known method in the field of classification. It was originally introduced by Cortes and Vapnik [9]. Some successful applications of this method are: face detection in images [10], text categorization [11], nonlinear equalization in communication systems [12], optical character recognition [13], and producing of fuzzy rules using SVM [14]–[18].

The SVM method has some advantages. For instance, the successful applications mentioned above concluded that SVM works well with unstructured and semi-structured data such as text, images, and trees. Moreover, by converting the SVM optimization problem to its dual form, it will be much easier to solve and it enables SVM to scale relatively well to high-dimensional data. In practice, however, the SVM model is relatively efficient in memory storing with the disadvantage of performing less optimally in huge data sets. Above all, the main strength of SVM is its flexibility to use the kernel trick so that many complex problems can be solved. Later, there are some improvements of SVM such as LS-SVM. This method outperforms the standard SVM in the computation speed because it is based on the equality constraints [19]. However, this method is more sensitive to outliers and noises.

The classical standard SVM assumes that the data sets are in classical form, i.e., every unit of data is described with a single value. However, in practice there are many other forms of data with uncertainty such as sensor database, biometric information systems, measurements with margins of errors, and also the symbolic data mentioned before. Li et. al. [20] introduced noise elimination and probabilistic framework to solve such problems. There are many other researchers that have worked on some probabilistic set-up of SVM method [21]–[28].

Recently, Abaszade and Effati [29] proposed SVM and support vector regression (SVR) with probabilistic constraints, where support vectors are random variables. This work focuses on the classification method for histogram-valued data. More specifically, we propose an extension of PSVM that has been developed first by Abaszade and Effati [29].

The first-proposed classical SVM for histogram-valued data in [34] considers the limits of the bins and their corresponding relative frequencies as the data's features. Then, they directly used classical SVM with its inner product. Recently, instead of using the SVM’s inner product, Support Histogram Machine (SHM) of [35] was recently proposed by adopting the inner product induced by the Wasserstein-Kontorovich distance which is defined between probability distributions. Specifically, they considered the bins and relative frequencies as the data’s features, then they mapped all of those features through the kernel function induced by the metric. Even so, they did not include the nonlinear kernel model to deal with the case of nonlinear classification, i.e., the case when the data are linearly non-separable. Meanwhile, the methods proposed in this work are derived from PSVM model using its sufficient conditions for optimality, resulting to a mathematical justification to use means or quantiles as the representatives of the histogram-valued variables along with some adjustments in the resulting
optimization problem’s formulations. Our proposed methods also include the derivations of the models for nonlinear cases using non-linear kernel methods and the Least-Squares PSVM model.

The rest of the paper is organized as follows. In Section 2, some preliminaries about the backgrounds of this study are presented. The probabilistic SVM (PSVM) is investigated for histogram-valued data in Section 3. The EPSVM is studied in this section as an extension of PSVM which can be applied to histogram-valued data as well as the other forms of data sets in the probabilistic frameworks. The QPSVM method for classification is proposed in Section 4. Some simulations on generated data and real examples are also conducted in Section 5. Finally, our conclusions are presented.

2. Preliminaries

In this section, some brief descriptions about SVM for classification as well as some details about histogram-valued data are presented.

A. Support Vector Machine for Classification

Classification aims to predict the class labels of some observations, given a set of \( n \) training samples. Suppose that \( \chi \) and \( \gamma \) are input (feature) space and output (label) space, respectively. Let \( S = \{(x_i,y_i); i = 1, ..., n \} \in \chi \times \gamma \), where \( x_i = (x_i^1, ..., x_i^m)^T \) is an \( m \)-dimensional sample in the feature space. In binary classification, \( y_i \in \{-1,1\} \) is the two-class labels of \( x_i \); in other words, \( S \) is a set of \( n \) training samples. A classifier is a functional relation \( f \) between the input and output spaces, that is \( f: \chi \rightarrow \gamma \). More generally, in multi-class classification, \( y_i \in \{C_1, ..., C_{n_c}\} \) is the \( n_c \)-class labels of \( x_i \). The objective in every classification method is to find a classifier, should it be a function or a rule, that gives a relation between input and output spaces. The SVM method looks for the optimal separating hyperplane \( f(x_i) = 0 \) having the maximum margin or, equivalently, minimum structural risk. In a binary classification, the classifier will be found such that \( f(x_i) \geq 0 \) for \( y_i = 1, i = 1, ..., n \) and \( f(x_i) < 0 \) for \( y_i = -1, i = 1, ..., n \), or equivalently, \( y_i f(x_i) \geq 0 \) for any correct classification. Refer to [9] for more detailed assumptions and derivations.

The hyperplane \( f(x) \) can be represented as \( f(x_i) = w^T x_i + b \) where \( w = (w_1, ..., w_m)^T \) is the hyperplane’s normal vector and \( b \) is the scalar bias. Since most cases are not perfectly separable, some positive slack variables \( \xi_i \) are used. Therefore, the optimal separating hyperplane is obtained by solving the following minimization problem:

\[
\min_{w,b,\xi} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} \xi_i
\]

subject to \( y_i (w^T x_i + b) \geq 1 - \xi_i, \quad i = 1, ..., n \)

\( \xi_i \geq 0, \quad i = 1, ..., n \)

From the saddle point conditions, it follows that the partial derivatives of the Lagrange function with respect to the primal variables \( w, b, \xi_i, i = 1, ..., n \) have to vanish for optimality. Later, by proceeding this step, its corresponding dual optimization problem can be formulated. There are some reasons why the dual form is preferred in the computation. In some cases, it is simpler to solve the dual problem, i.e., the computational complexity will be lower. Moreover, using the duality concept allows to introduce the kernel trick which is one of the most important advantages of SVM. The kernel trick is a very flexible tool to deal with non-linear data as well as unstructured data.

Definition 1. A function \( K: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) is called a kernel function if there exists a Hilbert space \( \mathcal{H} \) and a map \( \phi: \mathbb{R}^d \rightarrow \mathcal{H} \) such that for any \( x, y \in \mathbb{R}^d \),

\( K(x,y) = \langle \phi(x), \phi(y) \rangle_{\mathcal{H}} \)

where \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) is an inner product on the Hilbert space \( \mathcal{H} \).
There are some well-known kernels, such as

\[ K(x,y) = x^T y, \quad \text{(Linear)} \]
\[ K(x,y) = (yx^T y + C)^p, \quad p = 2,3, \ldots \quad \text{(Polynomial)} \]
\[ K(x,y) = \exp \left( -\frac{\|x-y\|^2}{2\sigma^2} \right), \quad p = 2,3, \ldots \quad \text{(Gaussian)} \]
\[ K(x,y) = \exp(-y\|x - y\|^2), \quad \text{(Radial Basis)} \]
\[ K(x,y) = \tanh(x^T y + C) \quad \text{(Sigmoid)} \]

B. Histogram-valued variables

Most of the analytic methods for interval-valued data assume a uniform distribution across the intervals. Histogram-valued data contain more information, which will produce more accurate results than those obtained by interval data. The common assumption on the bins of the histogram-valued data is that they have uniform width. For more details, see for example [1], [2], [30].

Definition 2. Let \( X = (X_1, \ldots, X_m)^T \) be an \( m \)-dimensional random variable, and let \( X_1, \ldots, X_n \) be \( n \) copies of \( X \). For \( i = 1, \ldots, n \), a histogram-valued observation \( x_i = (x_{i1}, \ldots, x_{im}) \) is represented as

\[ x_i = \{x_{ij}, j = 1, \ldots, m\} = \{(b_{ijk}, b_{ijk(k+1)}), p_{ijk}; j = 1, \ldots, m; k = 1, \ldots, t_{ij}\}, \]

where \( p_{ijk} \) stands for the frequency of the subinterval or bin \( [b_{ijk}, b_{ijk(k+1)}) \), and \( t_{ij} \) is the number of bins in \( x_{ij} \), such that \( \sum_{k=1}^{t_{ij}} p_{ijk} = 1. \)

Remark: Note that an interval-valued data is a special case of histogram-valued data with \( t_{ij} = 1 \) and therefore \( p_{ijk1} = 1 \) for all \( i, j \).

From (2), we know that each histogram-valued observation is assumed to have different lengths and different numbers of subintervals across \( t \) and \( j \). Histogram-valued observations can be aggregated from classical raw data if they are given. By first pre-specifying the same subintervals and then assigning the corresponding relative frequencies, one can obtain the aggregated histogram data having common subintervals with common lengths and numbers of subintervals for each variable. However, there are some situations that raw data are not available. For example, suppose that we want to compare some districts by the distribution of companies of bins in \( x_{ij} \). Since the data might be from different sources, the lengths and numbers of subintervals might be different across districts. It is not easy to computationally handle histogram data obtained in this case. To solve this, we can consider a transformation of such histogram data to obtain common subintervals across observations. More details can be found in the Appendix of [32]. Based on their idea, histogram-valued observations in (2) can be transformed as

\[ x_i = \{x_{ij}, j = 1, \ldots, m\} = \{(b_{ijk}, b_{ijk(k+1)}), p_{ijk}; j = 1, \ldots, m, k = 1, \ldots, t\}, \]

where \( \sum_{k=1}^{t} p_{ijk} = 1 \). Indeed, we assume that all histogram-valued observations in this study have common subinterval lengths and the same number of subintervals for each observation.

Remark: A set of non-intersecting interval-valued objects is a special case of histogram-valued observations with common subinterval lengths and the same numbers of subintervals among observations, with \( p_{ijk} \) is either 0 or 1 for each \( i \) and \( j \).

Billard and Diday [2] defined the empirical mean and standard deviation for a histogram-valued observation as

\[ M_{ij} = \sum_{k=1}^{t} \left( \frac{b_{ijk} + b_{ijk(k+1)}}{2} \right) p_{ijk} \]

and

\[ \sigma_{ij} = \sqrt{\sum_{k=1}^{t} \left( \frac{b_{ijk} + b_{ijk(k+1)}}{2} \right)^2 p_{ijk} - M_{ij}^2} \]
respectively.

3. The PSVM classification for histogram-valued data

In this section, both cases of linear and non-linear PSVM classification problem are discussed for histogram-valued data. Then the results are extended to the LS-SVM problem. Because of the complexity of the problems, all of them are solved based on the expectations of histogram-valued data.

A. Linear Case

Here, the classification for histogram-valued data is done by extending the concept of SVM. Abaszade and Effati [29] first proposed the probabilistic SVM and SVR. The main idea is to assume that the training sets are random variables and to formulate the constraints probabilistically. More precisely, in a PSVM for a set of histogram-valued random variables, $X_i, i = 1, \ldots, n$, the minimization problem (1) transformed to

$$
S_{ij} = \left( \sum_{k=1}^{t_j} \left( b_{jk} - M_{ij} \right)^2 + \frac{(b_{jk} - M_{ij})(b_{jk(k+1)} - M_{ij}) + (b_{jk(k+1)} - M_{ij})^2}{3} p_{ijk} \right)^{\frac{1}{2}},
$$

where $\delta_i \in [0, 1]$ represents the effect of the $i$th sample in determining the optimal hyperplane position.

Abaszade and Effati [29] when first proposed PSVM for distributional data, didn’t solve the PSVM formula by directly computing from the probabilistic expressions included in the constraints. Therefore, they formulated a sufficient condition involving sample means of the distributional data to obtain a more practical solution of the PSVM formulation. In case of histogram-valued data, it is more difficult to solve the PSVM as in (5) directly. Considering that the pdf of the histogram-valued data is a step function which is both discontinuous and nonlinear, the constraints in (5) will be nonlinear and discontinuous. An alternative solution to solve this problem is to apply Abaszade and Effati’s theorem of PSVM’s sufficient condition, leading to the formulation of EPSVM method.
A sufficient condition for the probabilistic constraint in the above problem to hold is
\[ y_i (w^T E(X_i) + b) \geq 2a\delta_i + 1 - \xi_i, \]
where \( a > 1 \), for more details see [29]. On the other hand, using (4), the terms \( E(X_i) = (E(X_{i1}), ..., E(X_{im}))^T \) can be estimated by
\[ M_i = (M_{i1}, \ldots, M_{im})^T = \left( \sum_{k=1}^{t_1} \left( \frac{b_{1k} + b_{1(k+1)}}{2} \right) p_{1k}, \ldots, \sum_{k=1}^{t_m} \left( \frac{b_{mk} + b_{m(k+1)}}{2} \right) p_{mk} \right)^T. \]

Therefore, the PSVM problem in (5) can be rewritten as an equivalent problem
\[
\begin{align*}
\min_{w, b, \xi_i} & \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} \xi_i \\
\text{s.t.} & \quad y_i (w^T M_i + b) \geq 2a\delta_i + 1 - \xi_i, \quad i = 1, \ldots, n, \quad \xi_i \geq 0, \quad i = 1, \ldots, n,
\end{align*}
\]
which we call it as EPSVM problem. It follows from the saddle point condition that the partial derivatives of the corresponding Lagrange function with respect to \( w, b \) and \( \xi_i \) should vanish for optimality. Therefore, using the following Lagrange function
\[ L = L(w, b, \xi, \alpha_i, \beta_i) \]
\[ = \frac{1}{2} w^T w + C \sum_{i=1}^{n} \xi_i + \sum_{i=1}^{n} \alpha_i (2a\delta_i + 1 - \xi_i - y_i w^T M_i - y_i b) - \sum_{i=1}^{n} \beta_i \xi_i, \]
we obtain
\[
\begin{align*}
\frac{\partial L}{\partial w} &= w - \sum_{i=1}^{n} \alpha_i y_i M_i = 0 \quad \Rightarrow \quad w = \sum_{i=1}^{n} \alpha_i y_i M_i, \\
\frac{\partial L}{\partial b} &= - \sum_{i=1}^{n} \alpha_i y_i = 0 \quad \Rightarrow \quad \sum_{i=1}^{n} \alpha_i y_i = 0, \\
\frac{\partial L}{\partial \xi_i} &= C - \alpha_i - \beta_i = 0 \quad \Rightarrow \quad C = \alpha_i + \beta_i, \quad i = 1, \ldots, n.
\end{align*}
\]
Using the above results, the problem (7) can be converted to its dual form to find the Lagrange multipliers \( \alpha_1, ..., \alpha_n \) that maximize the following objective function:
\[
\begin{align*}
\max & \quad - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j (M_i)^T M_j + \sum_{i=1}^{n} \alpha_i (2a\delta_i + 1) \\
\text{s.t.} & \quad \sum_{i=1}^{n} \alpha_i y_i = 0, \\
& \quad \alpha_i \in [0, C], \quad i = 1, ..., n.
\end{align*}
\]

Now, suppose that \( \alpha_{0,1}, ..., \alpha_{0,n} \) are the optimal Lagrange multipliers. Then, the estimated optimal hyperplane coefficients equals to
\[ \hat{w}_0 = \sum_{i=1}^{n} \alpha_{0,i} y_i M_i. \]
Moreover, the optimal hyperplane constant may be estimated as \( \hat{b}_0 = \frac{1}{n} \sum_{i=1}^{n} \hat{b}_{0,i} \), where
\[ \hat{b}_{0,i} = \begin{cases} 2a\delta_i + 1 - \hat{w}_0^T M_i, & \text{if } y_i = 1, \alpha_{0,i} \in (0, C), \\ -2a\delta_i - 1 - \hat{w}_0^T M_i, & \text{if } y_i = -1, \alpha_{0,i} \in (0, C). \end{cases} \]

For computational reasons, it is simpler to solve the dual programming (8) to find the optimal \( \alpha_{0,1}, ..., \alpha_{0,n} \); which then will be used to find the estimated optimal hyperplane coefficients (9) and constants (10). Thus, as explained in section 2.1, the hyperplane \( \hat{f}(x_i) = \hat{w}_0^T \hat{x}_i + \hat{b} \) will determine the class labels of the observations. For example, in a two-class classification problem, if \( \hat{f}(x_i) \geq 0 \) then \( y_i = 1 \), \( i = 1, ..., n \), i.e., the observation \( x_i \) will be assigned to the class 1; and if \( \hat{f}(x_i) < 0 \) then \( y_i = -1 \), \( i = 1, ..., n \), then the observation will be assigned to the other class. Moreover, the dual form allows the introduction of the kernel trick which acts as the basis of this
classifier. This attribute enables the kernel trick to be a highly flexible tool to learn non-linear data as well as unstructured data.

B. Nonlinear case

When any linear hyperplane can not work well as classifier, a nonlinear problem will be considered, such that it is solved by fitting a linear classifier in a feature space with a higher dimension. Suppose that the transformation \( \phi \) is used to transform histogram-valued data points from the \( m \)-dimensional input space into an \( m_1 \)-dimensional feature space, i.e., \( \phi : R^m \rightarrow R^{m_1} \), where \( m < m_1 \). Therefore, in the nonlinear PSVM model for histogram-valued data, the optimal separating hyperplane can be obtained by solving

\[
\min_{\mathbf{w}, b, \xi_i} \frac{1}{2} \| \mathbf{w} \|^2 + C \sum_{i=1}^{n} \xi_i \\
\text{s.t. } \left\{ \begin{array}{l}
Pr(y_i(\mathbf{w}^T \phi(X_i) + b) \geq 1 - \xi_i) \geq \delta_i, \\
\xi_i \geq 0,
\end{array} \right. \quad i = 1, \ldots, n,
\]

(11)

where \( \phi(X_i) = (\phi^1(X_i), \ldots, \phi^{m_1}(X_i))^T \) is a random vector. A sufficient condition for the probabilistic constraints in (11) is

\[
y_i(\mathbf{w}^T \mathbb{E}(\phi(X_i)) + b) \geq 2a\delta_i + 1 - \xi_i,
\]

where \( a > 1 \) and \( \mathbb{E}(\phi(X_i)) = (\phi^1(X_i), \ldots, \phi^{m_1}(X_i))^T \). Hence, to find the optimal values of \( \mathbf{w} \), \( b \) and \( \xi_i \), the suitable Lagrange function is given by

\[
L(\mathbf{w}, b, \xi_i, \alpha_i, \beta_i) = \frac{1}{2} \mathbf{w}^T \mathbf{w} + C \sum_{i=1}^{n} \xi_i + \sum_{i=1}^{n} \alpha_i (2a\delta_i + 1 - \xi_i - y_i \mathbf{w}^T \mathbb{E}(\phi(X_i)) - y_i b) - \sum_{i=1}^{n} \beta_i \xi_i.
\]

Similar to the case of linear EPSVM, it can be shown that the problem (11) can be converted to its dual form to find the Lagrange multipliers \( \alpha_1, \ldots, \alpha_n \) that maximize the following objective function

\[
\max -\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j \left( \mathbb{E}(\phi(X_i)) \right)^T \mathbb{E}(\phi(X_j)) + \sum_{i=1}^{n} \alpha_i (2a\delta_i + 1),
\]

s.t. \( \sum_{i=1}^{n} \alpha_i y_i = 0, \alpha_i \in [0, C], \quad i = 1, \ldots, n \).

(12)

In practice, the problem (12) can be solved by some available optimization tools such as Sequential Minimal Optimization (SMO) or other methods such as Bregman methods. See [36] for more details.

From the Karush-Kuhn-Tucker (KKT) conditions for optimality, we obtain, for \( i = 1, \ldots, n \),

\[
\begin{align*}
\alpha_i (2a\delta_i + 1 - \xi_i - y_i \mathbf{w}^T \mathbb{E}(\phi(X_i)) - y_i b) &= 0, \\
\beta_i \xi_i &= 0, \\
(C - \alpha_i) \xi_i &= 0.
\end{align*}
\]

Denoting the optimal Lagrange multipliers by \( \alpha_{0,1}, \ldots, \alpha_{0,n} \), the estimated optimal hyperplane coefficients are obtained as

\[
\hat{\mathbf{w}}_0 = \sum_{i=1}^{n} \alpha_{0,i} y_i \mathbb{E}(\phi(X_i))
\]

(13)

Also, the estimated optimal hyperplane constant equals to

\[
\hat{b}_0 = \frac{1}{n} \sum_{i=1}^{n} \hat{b}_{0,i},
\]

where

\[
\hat{b}_{0,i} = \begin{cases} 
2a\delta_i + 1 - \mathbb{E}(\mathbb{E}(\phi(X_i))), & \text{if } y_i = 1, \alpha_{0,i} \in (0, C), \\
-2a\delta_i - 1 - \mathbb{E}(\mathbb{E}(\phi(X_i))), & \text{if } y_i = -1, \alpha_{0,i} \in (0, C).
\end{cases}
\]

(14)

Note that, in practice, the term \( \mathbb{E}(\phi(X_i)) \) can not be easily computed. It is easier to use kernel trick to avoid direct nonlinear mapping \( \phi \). Thus, by applying the properties of kernel trick (see [32]), the objective function in (12) is equivalent to

\[
-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j \mathbb{K}(\mathbb{E}(\phi(X_i)), \mathbb{E}(\phi(X_j))) + \sum_{i=1}^{n} \alpha_i (2a\delta_i + 1).
\]
On the other hand, the term $E(X_i)$ can be estimated by using the empirical mean of the histogram-valued random variable $M_i$ presented in (6). Hence, the dual optimization problem (12) can be rewritten as an equivalent problem
\[
\max -\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j K(M_i, M_j) + \sum_{i=1}^{n} \alpha_i (2a\delta_i + 1),
\]
s.t. \[
\sum_{i=1}^{n} \alpha_i y_i = 0, \\
\alpha_i \in [0, C], \quad i = 1, ..., n.
\]
Using (13) and (14), the optimal separating hyperplane is:
\[
\hat{w}^T \phi(M) + \hat{b} = \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{0,i} y_i K(M_i, M_j) + \hat{b} = 0.
\]

C. Least squares EPSVM (LS-EPSVM) for histogram data

The least squares version of EPSVM is a quadratic programming problem containing only equality constraints. Hence, its computational complexity and speed are much faster than EPSVM. This algorithm is suitable for classifying data sets with large sample sizes. The least squares expected-based version of (11) is defined as:
\[
\min_{w, b, e_i} \frac{1}{2} \|w\|^2 + \frac{1}{2} \sum_{i=1}^{n} e_i^2,
\]
s.t. \[
y_i (w^T E(\phi(X_i)) + b) = 2a\delta_i + 1 - e_i, \quad i = 1, \ldots, n. \tag{14}
\]

The Lagrange function of the problem (15) is defined as
\[
L(w, b, e_i, \alpha_i) = \frac{1}{2} w^T w + \frac{1}{2} \sum_{i=1}^{n} e_i^2 - \sum_{i=1}^{n} \alpha_i \left( y_i (w^T E(\phi(X_i)) + b) - 2a\delta_i - 1 + e_i \right),
\]
where real values $\alpha_1, ..., \alpha_n$ are Lagrange multipliers. Based on the optimality conditions, the partial derivatives of the Lagrange function should vanish.
\[
\frac{\partial L}{\partial w} = w - \sum_{i=1}^{n} \alpha_i y_i E(\phi(X_i)) = 0 \quad \Rightarrow \quad w = \sum_{i=1}^{n} \alpha_i y_i E(\phi(X_i)),
\]
\[
\frac{\partial L}{\partial b} = -\sum_{i=1}^{n} \alpha_i y_i = 0 \quad \Rightarrow \quad \sum_{i=1}^{n} \alpha_i y_i = 0,
\]
\[
\frac{\partial L}{\partial e_i} = y_i - \alpha_i = 0 \quad \Rightarrow \quad \alpha_i = y_i, \quad i = 1, ..., n,
\]
\[
\frac{\partial L}{\partial \alpha_i} = \left. y_i (w^T E(\phi(X_i)) + b) - 2a\delta_i - 1 + e_i \right|_{\alpha_i} = 0, \quad i = 1, ..., n.
\]

By eliminating $w$ and $e_i$, the solution is
\[
\begin{bmatrix}
0 \\
y^T \Omega + y^{-1} I
\end{bmatrix} \begin{bmatrix}
b \\
\alpha
\end{bmatrix} = \begin{bmatrix}
0 \\
1 + 2a\delta
\end{bmatrix},
\]
where
\[
y = [y_1, ..., y_n], \quad \Omega = [1, ..., 1], \quad \alpha = [\alpha_1, ..., \alpha_n], \quad \delta = [\delta_1, ..., \delta_n],
\]
and for $i, j = 1, ..., n$,
\[
\Omega_{ij} = y_i y_j K \left( E(X_i), E(X_j) \right).
\]

and the terms $E(X_i)$ can be estimated by $M_i$ in (6).

In this section, the PSVM classification problem was studied on the basis of the expectation of histogram-valued data. An alternative method is to use the quantiles instead of the expectation, which is discussed in the next section.
4. The QPSVM classification for histogram-valued data

The idea used in this extension of PSVM model is to provide more practical approach to the PSVM classification problem for histogram-valued data based on quantiles. Note that both of expectation and quantiles of different order are some measures to evaluate the concentration of a given data set or a random variable. However, the quantiles may be more accurate when the data are asymmetric or there are some outliers among a data set. The quantile function of a histogram-valued random variable basically is the inverse of its cumulative distribution function (cdf). Suppose that \( X_1, \ldots, X_n \) are histogram-valued random variables as in (3). By assuming that the observations in each bin of the histogram-valued random variable \( X_{ij} \) has the following probability density function

\[
F_{ij}(x) = \begin{cases} 
0, & x < b_{ij1}, \\
\frac{p_{ij1} (x - b_{ij2})}{b_{ij2} - b_{ij1}}, & b_{ij1} \leq x < b_{ij2}, \\
\frac{p_{ij2} (x - b_{ij3})}{b_{ij3} - b_{ij2}}, & b_{ij2} \leq x < b_{ij3}, \\
\vdots & \\
\frac{p_{ij(t_j)} (x - b_{ij(t_j+1)})}{b_{ij(t_j+1)} - b_{ijt_j}}, & b_{ij(t_j)} \leq x < b_{ij(t_j+1)}, \\
1 & x \geq b_{ij(t_j+1)}.
\end{cases}
\]

Therefore, it can be shown that the cdf of \( X_{ij} \) is given by

\[
F^{-1}_{X_{ij}}(x) = \begin{cases} 
0, & \ell = 0, \\
b_{ij1} + \frac{x}{z_{ij1}} (b_{ij2} - b_{ij1}), & 0 \leq x \leq z_{ij1}, \\
b_{ij2} + \frac{x}{z_{ij2}} (b_{ij3} - b_{ij2}), & z_{ij1} \leq x \leq z_{ij2}, \\
\vdots & \\
b_{ijt_j} + \frac{x}{z_{ijt_j}} (b_{ij(t_j+1)} - b_{ijt_j}), & z_{ijt_j} \leq x \leq z_{ij(t_j+1)},
\end{cases}
\]

where

\[
z_{ij\ell} = \sum_{h=1}^{\ell} p_{ijh}, \quad \text{if } \ell = 1, \ldots, t_j.
\]

The main idea in this section is to write the relationship between expectation and quantile for any random variable \( X \) to be

\[
E(X) = \int_{-\infty}^{\infty} x f(x) \, dx \geq \int_{Q(p)}^{\infty} x f(x) \, dx \geq Q(p)P(X \geq Q(p)) = Q(p)(1 - p),
\]

where \( Q(p) = F^{-1}_X(p) \) stands for the \( p \)-th quantile of \( X \). In the sequel, both cases of linear and nonlinear problems are investigated.
A. Linear Case

Suppose that we want to solve the classification problem (1) for histogram-valued random variables in (3).

Theorem 3. Let $X_i$ be a histogram-valued random variable with the corresponding quantile function $Q_i(p) = F_X^{-1}_i(p) = \left( F_{X_{1i}}^{-1}(p), ..., F_{X_{mi}}^{-1}(p) \right)^T$. A sufficient condition for $Pr(y_i(w^TX_i + b) \geq 1 - \xi_i) \geq \delta_i$ to hold is $y_i((1-p)w^TQ_i(p) + b) \geq 2a\delta_i + 1 - \xi_i$, for a given $p \in (0,1)$ and $a > 1$.

Using (16), we obtain

$$E(X_i) = (E(X_{1i}), ..., E(X_{mi}))^T \geq (1-p)Q_i(p).$$

Hence,

$$y_i(w^TE(X_i) + b) \geq y_i((1-p)w^TQ_i(p) + b).$$

Now, let $V_i = y_i(w^TX_i + b)$ and choose $a > 1$, such that $-a \leq V_i - \xi_i \leq V_i \leq V_i + \xi_i \leq a$.

Then, we obtain

$$P(V_i + \xi_i \geq 1) \geq \frac{E(V_i) + \xi_i - 1}{2a} = \frac{y_i(w^TE(X_i) + b) + \xi_i - 1}{2a} \geq \frac{y_i((1-p)w^TQ_i(p) + b) + \xi_i - 1}{2a},$$

where the first inequality is obtained by proceeding in lines similar to the Theorem 3.2 of. Therefore, if we take

$$y_i((1-p)w^TQ_i(p) + b) + \xi_i - 1 \geq \delta_i$$

or equivalently,

$$y_i((1-p)w^TQ_i(p) + b) \geq 2a\delta_i + 1 - \xi_i,$$

then, the inequality $P(V_i + \xi_i \geq 1) \geq \delta_i$ is obtained. Hence, the proof completes. $\blacksquare$

Using the above theorem, to solve the problem (1) for histogram-valued random variables, it is sufficient to solve the following optimization problem

$$\min_{w, b, \xi, \alpha_1, ..., \alpha_n} \frac{1}{2}||w||^2 + C\sum_{i=1}^n \xi_i,$$

s.t. \quad \left\{ \begin{array}{l} y_i((1-p)w^TQ_i(p) + b) \geq 2a\delta_i + 1 - \xi_i, \quad i = 1, ..., n, \\ \xi_i \geq 0, \quad i = 1, ..., n. \end{array} \right. \tag{17}$$

Note that the vector $Q_i(p)$ is in fact the quantile of order $p$ of a histogram-valued random variable $X_i$, which may be computed by using (15). In practice, different values of $p$ can be used to represent the concentration of $X_i$, such that if we want to use the first quartile, median, or the third quartile of $X_i$, we have to put $p = 0.25$, $p = 0.5$ or $p = 0.75$, respectively.

The corresponding Lagrange function to problem (17) is

$$L(w, b, \xi, \alpha, \beta) = \frac{1}{2}w^Tw + C\sum_{i=1}^n \xi_i$$

$$+ \sum_{i=1}^n \alpha_i[2a\delta_i + 1 - \xi_i - y_i((1-p)w^TQ_i(p) - y_i)b] - \sum_{i=1}^n \beta_i \xi_i.$$ 

By doing some algebraic calculations, it can be shown that the problem (17) can be converted to its dual form to find the Lagrange multipliers $\alpha_1, ..., \alpha_n$ which maximizes the objective function.
\[
\max - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j (1-p) (Q_i(p))^T Q_j(p) + \sum_{i=1}^{n} \alpha_i (2a \delta_i + 1),
\]

s.t. \[
\begin{align*}
\sum_{i=1}^{n} \alpha_i y_i &= 0, \\
\alpha_i &\in [0, C], \quad i = 1, \ldots, n.
\end{align*}
\]

Therefore, the KKT conditions for optimality lead to hold the following equations for \(i = 1, \ldots, n\),

\[
\begin{align*}
\alpha_i (2a \delta_i + 1 - \xi_i - y_i (1-p) w^T Q_i(p) - y_i b) &= 0, \\
\beta_i \xi_i &= 0, \\
(C - \alpha_i) \xi_i &= 0.
\end{align*}
\]

Denoting the optimal Lagrange multipliers by \(\alpha_{0,i}\), the estimated optimal hyperplane coefficients equals to

\[
\hat{w}_0 = \sum_{i=1}^{n} \alpha_{0,i} y_i (1-p) Q_i(p).
\]

Also, the estimated optimal hyperplane constant equals to the average \(\hat{b}_0 = \frac{1}{n} \sum_{i=1}^{n} \hat{b}_{0,i}\), where \(\hat{b}_{0,i} = \begin{cases} 2a \delta_i + 1 - (1-p) \hat{w}_0^T Q_i(p), & \text{if } y_i = 1, \quad \alpha_{0,i} \in (0, C), \\ -2a \delta_i - 1 - (1-p) \hat{w}_0^T Q_i(p), & \text{if } y_i = -1, \quad \alpha_{0,i} \in (0, C). \end{cases}\)

**B. Nonlinear case**

In a nonlinear SVM classification problem for histogram-valued data, the optimal separating hyperplane can be obtained by solving (11). In this section, quantiles are used to solve the problem. Suppose that \(X_1, \ldots, X_n\) are histogram-valued random variables as presented in (3). Also, suppose that \(\phi: \mathbb{R}^m \rightarrow \mathbb{R}^{m_1}\) is a transformation from \(m\)-dimensional input space into \(m_1\) dimensional feature space, where \(m < m_1\). The nonlinear \(\phi\)-quantile \(Q_i^\phi(p)\), for \(i = 1, \ldots, n\), is defined to be

\[
Q_i^\phi(p) = F_{\phi(X_i)}^{-1}(p) = \left(F_{\phi(X_i)}^{-1}(p), \ldots, F_{\phi^{m_1}(X_i)}^{-1}(p)\right)^T.
\]

Using Theorem 3, the following statement is a sufficient condition for the constraints in the problem (11):

\[
y_i \left((1-p) w^T Q_i^\phi(p) + b\right) \geq 2a \delta_i + 1 - \xi_i,
\]

where \(a > 1\). Therefore, the optimal separating hyperplane is the optimal solution of

\[
\min_{w, b, \xi} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i,
\]

s.t. \[
\begin{align*}
y_i \left((1-p) w^T Q_i^\phi(p) + b\right) &\geq 2a \delta_i + 1 - \xi_i, \quad i = 1, \ldots, n, \\
\xi_i &\geq 0, \quad i = 1, \ldots, n.
\end{align*}
\]

where \(\delta_i \in [0, 1]\), for \(i = 1, \ldots, n\).

Similar to the previous subsection, the problem (18) can be converted to it’s dual form to find the optimal multipliers \(\alpha_1, \ldots, \alpha_n\) which maximizes the following objective function

\[
\max \ - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j (1-p)^2 (Q_i^\phi(p))^T Q_j^\phi(p) + \sum_{i=1}^{n} \alpha_i (2a \delta_i + 1),
\]

s.t. \[
\begin{align*}
\sum_{i=1}^{n} \alpha_i y_i &= 0, \\
\alpha_i &\in [0, C], \quad i = 1, \ldots, n.
\end{align*}
\]

(19)
In practice, the problem (19) can be solved by some available optimization tools such as Sequential Minimal Optimization (SMO) or other methods such as Bregman methods. See [36] for more details.

From the KKT conditions for optimality we obtain, for \( i = 1, \ldots, n \),

\[
\begin{align*}
\alpha_i (2a \delta_i + 1 - \xi_i - y_i (1-p) w^T \mathbf{Q}^\phi_i (p) - y_i b) &= 0, \\
\beta_i \xi_i &= 0, \\
(C - \alpha_i) \xi_i &= 0.
\end{align*}
\]

Denoting the optimal value of \( \alpha_i \) by \( \alpha_{0,i} \), the estimated optimal hyperplane coefficient equals to

\[
\hat{\mathbf{w}}_0 = \sum_{i=1}^{n} \alpha_{0,i} y_i (1-p) \mathbf{Q}^\phi_i (p). \tag{20}
\]

Moreover, the estimated optimal hyperplane constant equals to \( \hat{b}_0 = \frac{1}{n} \sum_{i=1}^{n} \hat{b}_{0,i} \), where

\[
\hat{b}_{0,i} = \begin{cases} 
2a \delta_i + 1 - (1-p) \hat{\mathbf{w}}_0^T \mathbf{Q}^\phi_i (p), & \text{if } y_i = 1, \alpha_{0,i} \in (0, C), \\
-2a \delta_i - 1 - (1-p) \hat{\mathbf{w}}_0^T \mathbf{Q}^\phi_i (p), & \text{if } y_i = -1, \alpha_{0,i} \in (0, C).
\end{cases} \tag{21}
\]

Let \( K \) be a kernel matrix such that \( K(\mathbf{x}_i, \mathbf{x}_j) = (\phi(\mathbf{x}_i))^T \phi(\mathbf{x}_j) \). By using the properties of kernel function and applying the quantile of order \( p \) as a representation of histogram-valued random variables, the dual optimization problem (19) can be written as

\[
\max \ - \frac{1}{2} (1-p)^2 \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j K(\mathbf{Q}_i(p), \mathbf{Q}_j(p)) + \sum_{i=1}^{n} \alpha_i (2a \delta_i + 1),
\]

s.t.

\[
\begin{cases} 
\sum_{i=1}^{n} \alpha_i y_i = 0, \\
\alpha_i \in [0, C], & i = 1, \ldots, n.
\end{cases}
\]

Based on the optimality conditions, the estimated coefficients and constants of the separating hyperplane are (20) and (21). Hence, the optimal separating hyperplane is:

\[
\hat{\mathbf{w}}_0^T \mathbf{Q}_{x_i}(p) + \hat{b}_0 = (1-p)^2 \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{0,i} y_i K(\mathbf{Q}_{ik}(p), \mathbf{Q}_{lj}(p)) + \hat{b}_0 = 0.
\]

C. Least squares QPSVM (LS-QPSVM) for histogram data

Here, the least squares approach is extended to the QPSVM classification problem. The least squares version of (17) is defined as follows

\[
\min_{w, b, \mathbf{c}_i} \frac{1}{2} \|w\|^2 + \gamma \frac{1}{2} \sum_{i=1}^{n} e_i^2
\]

s.t. \( y_i \left( (1-p) w^T \mathbf{Q}_{i}^\phi (p) + b \right) = 2a \delta_i + 1 - e_i, \quad i = 1, \ldots, n. \) \tag{22}

The Lagrange function of the problem (22) is defined as

\[
L(w, b, e_i, \alpha_i) = \frac{1}{2} w^T w + \gamma \frac{1}{2} \sum_{i=1}^{n} e_i^2 - (1-p) \sum_{i=1}^{n} \alpha_i \left( y_i \left( w^T \mathbf{Q}_{i}^\phi (p) + b \right) - 2a \delta_i - 1 + e_i \right),
\]

where \( \alpha_1, \ldots, \alpha_n \in \mathbb{R} \) are Lagrange multipliers. Based on the optimality conditions, the partial derivatives of the Lagrange function should vanish. Therefore, we obtain
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\[ \frac{\partial L}{\partial w} = w - (1 - p) \sum_{i=1}^{n} \alpha_i y_i \mathbf{Q}^\phi(p) = 0 \Rightarrow w = (1 - p) \sum_{i=1}^{n} \alpha_i y_i \mathbf{Q}^\phi(p), \]

\[ \frac{\partial L}{\partial b} = - \sum_{i=1}^{n} \alpha_i y_i = 0 \Rightarrow \sum_{i=1}^{n} \alpha_i y_i = 0, \]

\[ \frac{\partial L}{\partial e_i} = y e_i - \alpha_i = 0 \Rightarrow \alpha_i = y e_i, \quad i = 1, \ldots, n, \]

\[ \frac{\partial L}{\partial \alpha_i} = y_i \left( (1 - p) w^T \mathbf{Q}^\phi(p) + b \right) - 2a\delta_i - 1 + e_i = 0, \quad i = 1, \ldots, n. \]

Eliminating \( w \) and \( e_i \), the solution is

\[
\begin{bmatrix}
0 \\
y \\
\Omega + y^{-1} I
\end{bmatrix}
\begin{bmatrix}
b \\
\alpha \\
\delta
\end{bmatrix}
= \begin{bmatrix}
0 \\
1 + 2a\delta
\end{bmatrix}
\]

where \( I \) stands for the identity matrix, \( y^T = (y_1, \ldots, y_n) \), \( \Omega = (1, \ldots, 1)^T \), \( \alpha = (\alpha_1, \ldots, \alpha_n)^T \), \( \delta = (\delta_1, \ldots, \delta_n)^T \), and \( \Omega = [\Omega_{ij}] \) such that \( \Omega_{ij} = (1 - p)^2 y_i y_j K \left( \mathbf{Q}_i(p), \mathbf{Q}_j(p) \right) \) for \( i, j = 1, \ldots, n \).

5. Extension to Multi-class Classification

The proposed methods are extended from binary to multi-class cases using the one-against-all approach [37]. It is frequently used for multi-class problems because it is a relatively simple setup and it has many computational advantages. Suppose that there are \( k > 2 \) classes in the data and \( y_i \in \{1, \ldots, k\} \) denotes the class to which the i-th observation belongs. The one-against-all approach fits \( k \) different binary classifiers \( \hat{f}_1, \hat{f}_2, \ldots, \hat{f}_k \) separately, and each classifier \( \hat{f}_j, j \in \{1, \ldots, k\} \) assigns the observations to the class \( k \) versus the rest. For each \( j \in \{1, \ldots, k\} \), the process is performed by replacing \( y_i \) as a positive class for the observations in class \( j \) and as a negative class for those not in class \( j \). At the end, \( k \) different classifiers will be obtained. Suppose that the tuning parameter is \( \lambda \). Therefore, for a single observation \( x_0 \) in the test set, let

\[
\begin{bmatrix}
\hat{f}^\lambda_1(x_0), \hat{f}^\lambda_2(x_0), \ldots, \hat{f}^\lambda_k(x_0)
\end{bmatrix}^T
\]

be a fitted vector evaluating \( x_0 \) at a certain value of the tuning parameter \( \lambda \). Then, the predicted label \( y_0 \) for \( x_0 \) is predicted by

\[
y_0^\lambda = \arg\max \hat{f}_j^\lambda(x_0)
\]

6. Experimental Results

To investigate the performance of the proposed procedures in the paper, we present some experimental results here by doing some simulation and applying the results on different real data sets.

A. Simulations

In simulating binary classification problems for histogram-valued data, we first construct histogram-valued data by generating data from two classes, then construct histogram-valued data from some groups of observations. After obtaining the histogram-valued data with binary class labels, we then assume that the raw data are not available and we only have the access to the histogram-valued data.

The simulation consists of the following steps. First, suppose that two groups of observations having certain distributions are labeled by classes \( C_1 \) and \( C_2 \). Their distributions are chosen in a way so that they become easy to distinguish. It is more preferred to have some adequate translations on the chosen distributions. For example, if the class \( C_1 \) consists of normally distributed samples with mean \( \mu \) and variance \( \sigma^2 \), denoted by \( N(\mu, \sigma^2) \), then the distribution of class \( C_2 \) will be \( N(\mu + \theta, \sigma^2) \), where \( \theta \) is the translation parameter. Let us denote the number of data generated for the classes \( C_1 \) and \( C_2 \) by \( N_1 \) and \( N_2 \) and corresponding observations by...
\(X_i (i = 1, \ldots, N_1)\) and \(W_j (j = 1, \ldots, N_2)\), respectively. Then, the following cases are considered in this section:

Case 1: Normal distribution in which \(X_i \sim \mathcal{N}(\mu, \sigma^2)\) and \(W_j \sim \mathcal{N}(\mu + \theta, \sigma^2)\). Note that the \(\mathcal{N}(\mu, \sigma^2)\) distribution has the probability density function (pdf)
\[
f(x) = \frac{1}{\sqrt{2\pi \sigma}} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right),
\]
where \(\mu\) is the mean of the distribution and \(\sigma\) is the standard deviation.

Case 2: Gamma distribution, where \(X_i \sim \Gamma(\mu, \sigma)\) and \(W_j \sim \Gamma(\mu + \theta, \sigma)\). The \(\Gamma(\mu, \sigma)\) represents the gamma distribution with shape parameter \(\mu\) and scale parameter \(\sigma\), which has the pdf
\[
f(x) = \frac{1}{\sigma^\mu \Gamma(\mu)} x^{\mu - 1} e^{-\frac{x}{\sigma}}, \quad x > 0, \mu > 0, \sigma > 0,
\]
where \(\Gamma(\cdot)\) stands for the gamma function.

Case 3: Beta distribution, such that \(X_i \sim \Beta(\mu, \sigma)\) and \(W_j = Z + \theta\), where \(Z \sim \Beta(\mu, \sigma)\). The \(\Beta(\mu, \sigma)\) distribution, where both of \(\mu\) and \(\sigma\) are called the shape parameters, has the pdf
\[
f(x) = \frac{1}{\Gamma(\mu) \Gamma(\sigma)} \frac{\Gamma(\mu + \sigma)}{\Gamma(\mu) \Gamma(\sigma)} x^{\mu - 1} (1 - x)^{\sigma - 1}, \quad 0 < x < 1, \mu > 0, \sigma > 0.
\]

Case 4: Log-normal (LN) distribution in which \(X_i \sim \mathcal{LN}(\mu, \sigma)\) and \(W_j \sim \mathcal{LN}(\mu + \theta, \sigma)\). The pdf of \(\mathcal{LN}(\mu, \sigma)\) distribution is given by
\[
f(x) = \frac{1}{\sqrt{2\pi \sigma x}} \exp\left(-\frac{(\log x - \mu)^2}{2\sigma^2}\right).
\]

Suppose that the number of generated data is \(N\) such that \(N_1 = N_2 = \frac{N}{2}\). Our purpose is to build \(N_{hist}\) histograms from all \(N\) generated data. From \(N_1\) data, we build \(\frac{N_{hist}}{2}\) histograms with identical bins. Note that each histogram is constructed using \(\frac{N}{N_{hist}}\) data. After that, we save the first \(N_1\) labels, i.e., \(y = -1\) and do the similar thing for the next \(N_2\) data for the label \(y = 1\). Here, it is assumed that all histograms have the same bin lengths and numbers; more precisely, we consider 10 bins for each histogram.

Randomly-chosen 80\% of \(N_{hist}\) histogram-valued data will then be considered as the training set, and the remaining data are the test set. Finally, the accuracies of PSVM and QPSVM with various kernel types and with some order of quantiles, \(p = 0.25, 0.5, 0.75\), are computed. The accuracy is calculated as the proportion of observations in the test set that were predicted correctly, divided by the total number of observations in the test set. The results are presented in Table 1.

Similarly, we simulate multi-class classification by assigning the same numbers of histogram-valued observations in each class:

Case 5: \(N(0,9), N(0.5,4),\) and \(N(-0.4,4)\)

Case 6: Gamma(1,4), Gamma(2,2), and Gamma(16,0.2)
Figure 1. Empirical pdfs of two observations from two different classes from Case 1-4

Table 1. The accuracies of the classification simulations using various methods and kernels

<table>
<thead>
<tr>
<th>Cases</th>
<th>$\theta$</th>
<th>Kernel Type</th>
<th>EPSVM</th>
<th>QPSVM</th>
<th>$p = 0.25$</th>
<th>$p = 0.5$</th>
<th>$p = 0.75$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1: N(0,1)</td>
<td>$0.2000$</td>
<td>linear</td>
<td>0.8156</td>
<td>0.7521</td>
<td>0.7563</td>
<td>0.7250</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>polynomial</td>
<td>0.8021</td>
<td>0.7760</td>
<td>0.7438</td>
<td>0.7198</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>radial</td>
<td>0.8052</td>
<td>0.7760</td>
<td>0.7583</td>
<td>0.7281</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>sigmoid</td>
<td>0.8010</td>
<td>0.7563</td>
<td>0.7323</td>
<td>0.7167</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$0.5000$</td>
<td>linear</td>
<td>0.9950</td>
<td>0.9700</td>
<td>0.9750</td>
<td>0.9100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>polynomial</td>
<td>0.9850</td>
<td>0.9800</td>
<td>0.9800</td>
<td>0.9250</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>radial</td>
<td>0.9950</td>
<td>0.9800</td>
<td>0.9850</td>
<td>0.9150</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>sigmoid</td>
<td>1.0000</td>
<td>0.9700</td>
<td>0.9600</td>
<td>0.9050</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1.0000$</td>
<td>linear</td>
<td>1.0000</td>
<td>0.9900</td>
<td>1.0000</td>
<td>0.9950</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>polynomial</td>
<td>1.0000</td>
<td>0.9900</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>radial</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>sigmoid</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9900</td>
<td></td>
</tr>
<tr>
<td>Case 2: $\Gamma(2,2)$</td>
<td>$0.2000$</td>
<td>linear</td>
<td>0.6040</td>
<td>0.6245</td>
<td>0.5315</td>
<td>0.4815</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>polynomial</td>
<td>0.5990</td>
<td>0.6105</td>
<td>0.5420</td>
<td>0.5395</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>radial</td>
<td>0.5705</td>
<td>0.6010</td>
<td>0.5410</td>
<td>0.5080</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>sigmoid</td>
<td>0.5965</td>
<td>0.5920</td>
<td>0.5405</td>
<td>0.5005</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$0.5000$</td>
<td>linear</td>
<td>0.7890</td>
<td>0.7870</td>
<td>0.7030</td>
<td>0.6020</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>polynomial</td>
<td>0.7805</td>
<td>0.7985</td>
<td>0.7010</td>
<td>0.6255</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>radial</td>
<td>0.7785</td>
<td>0.8005</td>
<td>0.7050</td>
<td>0.6355</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>sigmoid</td>
<td>0.7900</td>
<td>0.7870</td>
<td>0.7040</td>
<td>0.5805</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1.0000$</td>
<td>linear</td>
<td>0.9615</td>
<td>0.9410</td>
<td>0.8910</td>
<td>0.7990</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>polynomial</td>
<td>0.9575</td>
<td>0.9400</td>
<td>0.8890</td>
<td>0.7905</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>radial</td>
<td>0.9575</td>
<td>0.9385</td>
<td>0.8930</td>
<td>0.7915</td>
<td></td>
</tr>
</tbody>
</table>
From Table 1, it can be seen that:

For a given distribution and a given classification method, the accuracy increases when $\theta$ increases, which is expected to happen. The higher the $\theta$ is, the more distinguishable the distributions becomes.

In the Cases 1-4, the accuracy of the QPSVM decreases when the order of quantile $p$ increases. On the contrary, in Case 5, the higher the quantile’s order is, the higher the accuracy will be.

For the case of $\mathcal{F}(2,2)$ distribution, the accuracy of the QPSVM with $p = 0.25$ is more than that of EPSVM method. Also, for the case of Beta(2,5) distribution, the accuracies of the QPSVM and the EPSVM methods are approximately the same. Comparing with the illustrations in Figure 1, it seems that the QPSVM may be better than EPSVM method when the distribution of the data is asymmetric.

In some cases, applying various kernels can improve the accuracies.

EPSVM and QPSVM perform well with the multi-class classification problems examples.

**B. Application to Real Data Sets**

Here, two data sets for binomial classification are used. These data sets are derived and summarized into histogram-valued data. Let us denote the number of single observations by $N_{data}$, in which every $N_{member}$ of data are grouped as series of observations to build the number of $N_{hist}$ histogram-valued data, each containing the number of $N_{bins}$ bins, and each has one of...
two specific class labels. The histogram-valued data are split into \( N_{\text{train}} \) training set and \( N_{\text{test}} \) test set. The summarized description of the real data sets is reported in Table 2.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>( N_{\text{data}} )</th>
<th>( N_{\text{hist}} )</th>
<th>( N_{\text{member}} )</th>
<th>( N_{\text{bins}} )</th>
<th>( N_{\text{train}} )</th>
<th>( N_{\text{test}} )</th>
<th>Class labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computers</td>
<td>360000</td>
<td>500</td>
<td>720</td>
<td>20</td>
<td>450</td>
<td>50</td>
<td>Desktop \ Laptop</td>
</tr>
<tr>
<td>Worms</td>
<td>232200</td>
<td>258</td>
<td>900</td>
<td>11</td>
<td>181</td>
<td>77</td>
<td>Mutant \ Non - mutant</td>
</tr>
</tbody>
</table>

- **Computers Data Set**
This problem is related to the data recorded as a part of a government-sponsored study called Powering the Nation [31]. The aim was to collect behavioral data about how consumers use electricity in their houses to help reduce the country’s carbon footprint. The data contains electricity readings from 251 households, sampled in two-minute intervals over a month. Hence, each observation contains a group of 720 measurements (24 hours of readings taken every 2 minutes). The two classes are either Desktop or Laptop. This way, without surveying one-by-one, hopefully, we can know how many users of desktop or laptop only from the records of their electricity uses.

- **Worms Data Set**
Caenorhabditis elegans is a special type of worm commonly used as a model organism in the study of genetics [31]. The movement of these worms is known to be a useful indicator for understanding behavioral genetics. [32] described a system for recording the traces of the worms’ motions. They captured these traces by four scalars representing the amplitudes along each dimension based on four “eigenworms”. The data reports 258 traces of worms converted into four eigenworm series. The eigenworm data are of the lengths from 17984 to 100674 (sampled at 30 Hz, so from 10 minutes to 1 hour) and in four dimensions (eigenworm 1 to 4). There are five classes: N2, goa-1, unc-1, unc-38, and un63, such that N2 is wildtype (i.e., normal) and the others are mutant strains. This data set is a two-class version: mutant vs non-mutant.

The classification is done for all the data sets using the proposed EPSVM and QPSVM methods. Here, different kernels including linear and nonlinear kernels have been used. The results are presented in Table 3.

<table>
<thead>
<tr>
<th>Data</th>
<th>Kernel</th>
<th>EPSVM ( p = 0.25 )</th>
<th>EPSVM ( p = 0.5 )</th>
<th>EPSVM ( p = 0.75 )</th>
<th>QPSVM ( p = 0.25 )</th>
<th>QPSVM ( p = 0.5 )</th>
<th>QPSVM ( p = 0.75 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worms</td>
<td>Linear</td>
<td>0.612</td>
<td>0.575</td>
<td>0.650</td>
<td>0.650</td>
<td>0.700</td>
<td>0.700</td>
</tr>
<tr>
<td></td>
<td>Polynomial</td>
<td>0.700</td>
<td>0.700</td>
<td>0.675</td>
<td>0.775</td>
<td>0.700</td>
<td>0.700</td>
</tr>
<tr>
<td></td>
<td>Radial</td>
<td>0.650</td>
<td>0.575</td>
<td>0.650</td>
<td>0.650</td>
<td>0.700</td>
<td>0.700</td>
</tr>
<tr>
<td></td>
<td>Sigmoid</td>
<td>0.700</td>
<td>0.575</td>
<td>0.650</td>
<td>0.650</td>
<td>0.700</td>
<td>0.700</td>
</tr>
<tr>
<td>Computers</td>
<td>Linear</td>
<td>0.552</td>
<td>0.556</td>
<td>0.664</td>
<td>0.612</td>
<td>0.664</td>
<td>0.664</td>
</tr>
<tr>
<td></td>
<td>Polynomial</td>
<td>0.664</td>
<td>0.668</td>
<td>0.664</td>
<td>0.612</td>
<td>0.664</td>
<td>0.664</td>
</tr>
<tr>
<td></td>
<td>Radial</td>
<td>0.552</td>
<td>0.556</td>
<td>0.664</td>
<td>0.612</td>
<td>0.664</td>
<td>0.664</td>
</tr>
<tr>
<td></td>
<td>Sigmoid</td>
<td>0.552</td>
<td>0.560</td>
<td>0.664</td>
<td>0.598</td>
<td>0.664</td>
<td>0.598</td>
</tr>
</tbody>
</table>

From Table 3, it is observed that for the two data sets:
Using the Polynomial kernel leads to more accuracy than other kernel functions for both of EPSVM and QPSVM (of any order of quantile) methods.
The accuracy of the QPSVM method is usually more than the accuracy of the EPSVM method. Moreover, the choice of the quantile’s order used in the QPSVM method affect the accuracies. For example, in the Worms data set, for the Linear kernel, the QPSVM with \( p = 0.5 \) or \( p = 0.75 \)
is more accurate than the EPSVM method, while for the Polynomial kernel the QPSVM with $p = 0.75$ is more accurate than the EPSVM method. These facts shows that the data are better classified if they are represented by the quantiles. In other words, asymmetry of the histogram-valued observations plays an important role in classifying the Worms data set. In both data sets, the usage of some nonlinear Kernels improve the accuracies regardless of the choice of methods (EPSVM or QPSVM) and the choice of quantile’s order. This means that the Worms and Computer data sets are more likely non-linear, i.e, linearly non-separable.

7. Conclusion

The problem of PSVM classification on histogram-valued data was studied in this paper. The original PSVM formula includes probabilistic expression which is difficult to solve. The pdfs of histogram-valued data are in the form of step functions, hence solving the PSVM formulation directly will lead to dealing with a discontinuous and nonlinear optimization problem. Because of this complexity of the PSVM method, two more practical approaches were suggested to be the alternatives to obtain the solution of the PSVM problem, which were called as EPSVM and QPSVM. In both approaches, the linear, nonlinear and least square cases were considered in details. From the experimental results in the case of binary classification, it was deduced that the proposed classification methods may usually lead to good accuracy in either the generated data or real data sets. It was observed that the QPSVM may be better than EPSVM method when the distribution of the data is asymmetric. Moreover, depending on the linear separability of the classes and the distributions of the data, the choices of kernel and the quantile’s order used in the QPSVM method are two important elements affecting the accuracy of the classification. It is worth to note that because single real-valued data and interval-valued data are subsets of histogram-valued data, this method can easily be applied to mixed data consisting single real-valued data, interval-valued data, and histogram-valued data. Then, further research is needed for generalizing this method to be applied to modal-valued form of data, so that this method can be used to solve linear and nonlinear classification problems of various data types or their mixtures. For the extension of the proposed model, one may build many other machine learning methods such as regression using the similar method.
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