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Abstract: The motivation behind this paper is to explore an algorithm that has the ability to 

optimize the free parameters required to design a neural network without being diligent in 

determining its values. The method uses modified version of Multi-Sonar Bat Units (MSBU) 

algorithm which is based on the idea that bats leave their roost shelter in groups and spread in 

space searching for their best food targets. The algorithm considers the population of the bats is 

equal to the training samples, each bat flies to the location of one training sample which 

represents its first target. After that, there will be frequent competitions between the bats to 

capture the next targets using their sonar beam. The bat got the highest association value with 

the target wins the competition. Each winning bat modifies the architecture of the designed 

network, and reflects its effect on the network weight values and on the positions of the 

remaining bats. The proposed method has been used to design several classification neural 

networks which are then utilized to diagnose various pathologies. Although some of the used 

training datasets are of nonlinear and heterogeneous nature, the designed networks using the 

proposed algorithm showed high performance outputs. The results obtained were compared with 

pattern recognition NNs. The comparison showed very promise output using the proposed 

algorithm. 
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1. Introduction 

 Artificial neural networks (ANN) are characterized by their ability to address complex 

nonlinear problems. This characteristic has made these networks of great interest allowing them 

to be used in applications that encompassed various areas of life. Although there are many 

algorithms already used for training and learning neural networks to adjust their weights, but the 

biggest problem remains in two aspects. The first one is how to determine or choose the optimum 

network architecture, which is often done by trial and error, while the second one is pointed to 

the long time required to train the networks. Over the past years, many attempts with different 

approaches have been done to solve these dilemmas. In general these approaches can be 

categorized according to their principles to: brute- force, pruning, regularization, probability 

optimization, sensitivity analysis, and network construction techniques [1]. Metaheuristic 

optimization techniques can be considered as another category in this field, such as: ant colony 

optimization, particle swarm optimization, genetic algorithms, etc.  

 Several researches have been proposed to optimize neural networks using such techniques, 

among these; Ghosh et al. [2] compared the results of using Backpropagation (BP), Simulated 

Annealing (SA), and Genetic Algorithm (GA) in optimizing NNs. They concluded that although 

SA algorithm performs better than BP, but both algorithms required some parameters to be 

determined by user in which it may significantly affects the solution, meanwhile GA can obtain 

superior solutions for optimizing NNs. Zhao et al. [3] used Artificial Bee Colony (ABC) 

algorithm with backpropagation neural network to predict rolling force in aluminum hot tandem 

rolling. The ABC algorithm is used to optimize the architecture of the neural network. Their 

results showed that the output of the optimized network is close to the practical values. Nimbark  
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et al. [4] optimized weights and transfer function of the neurons in ANN by using modified 

Artificial Bee colony algorithm (ABC). In this algorithm, the initialization is based on utilizing 

opposition-chaos method with balanced exploitation and exploration abilities. Idrissi, et al. [5] 

treated the problem of optimizing the architecture of neural network layers, connections, and 

weights in MLP by proposing a multi-objective formula which is extended later by introducing 

a regularized objective function [6]. The authors use GA and backpropagation techniques to 

solve their mathematical model. Their methodology has been tested using classification data, 

such as iris, wine, seed, and medical data.  Kaviani and MirRokni [7] also used GA to obtain the 

optimum number of hidden neurons and weights in a neural network which is utilized in 

predicting average daily temperature. They showed that the GA approach can replace the trial 

and error methods in determining optimal state of ANN architecture. Melin and Sánchez [8] 

proposed Multi-objective Hierarchical GA for modular NN optimization using a granular 

approach. In this approach, different NN parameters are performed, such as: size of the training 

dataset, number of sub-granules, number of hidden layers with their neurons, and the goal error. 

Chhachhiya et al. [9] solve the problem of finding optimum architecture of neural network by 

using hybrid of Particle Swarm Optimization (PSO) technique with back propagation algorithm. 

The parameters considered to optimize the network are the number of hidden neurons, learning 

rate, and activation function, while the applied fitness function is RMS error. KAMAL and 

KODAZ [10] used the bat algorithm which is proposed by Yang [11] as a learning algorithm to 

optimize the weight values of neural networks.  The algorithm is based on that each bat has its 

position, velocity, frequency, wavelength, loudness value, and pulse emission. The developed 

NNs were trained and tested for classification purposes. The recorded classification accuracy for 

different datasets were between 56.44 up to 96.26. Kusy and Kowalski [12, 13] applied 

sensitivity analysis (SA) procedure in probabilistic neural networks (PNNs) to calculate the 

weights between the pattern and summation layer, whereas Kowalski and Kusy [14] used the SA 

procedure to reduce the input layer units in PNNs by removing some features from the training 

dataset which leads to reduction in the network structure. 

 This work introduces a neural network optimization technique using a metaheuristic method 

based on modified Multi-Sonar Bat Units (MSBU) algorithm.  MSBU deals with the principle 

of network construction technique by incrementally increasing the number of the hidden neurons. 

The next section introduces the details of the proposed algorithm, while section 3 describes the 

used datasets. In section 4 the results and the performance evaluation of the proposed algorithm 

is presented. Last section introduces the conclusion of this work.   

 

2. Modified Multi-Sonar Bat Units Algorithm 

 Bat MSU algorithm in its original form [15] is used to find the optimum solution of a problem 

in which multi bats (multi-sonar bat units) spread randomly in the state space of the problem. 

Each bat emits sonar signals using its ecolocating system and fly towards the discovered prey to 

capture it. Bats continues searching for best target (solution) and keeps flying toward these 

targets (unless the positions where they were are better) until it settled on the optimum solution. 

In this work the MSU algorithm is used with some modification to accommodate the 

requirements of determining the optimum architecture and weights of neural networks. The state 

space of the problem is assumed to be the Euclidean space Rn, where n is the number of input 

attributes to the neural network. The training data set vector pairs p:t are of Q length. The input 

vectors p are represented as points in the Euclidean space Rn. The neural networks to be 

optimized have the architecture n-H-m, where n is the number of the input source node, H is the 

number of neurons in the hidden layer, and m is the number of output neurons which can be 

obtained from the target dataset. The activation function of the hidden layer is considered to be 

the hyperbolic tangent, while for the output layer is the identity function. The motivation behind 

using the hyperbolic tangent as an activation function for the hidden neurons is that it combines 

the characteristics of several activation functions, in which it behaves in its mid part 

approximately like the linear function that has the ability of storing the pattern perfectly, and in 

its lower part it conducts like faster-than-linear activation function that is suitable to deal with 

Mohammed Ali Tawfeeq

106



 

 

small signals, while in its upper part it acts just like slower-than-linear function which can 

perform large signals. In other words; it has the ability to enhance contrast, attenuates small 

signals, while the larger values are amplified. This helps in minimizing the effects of noise 

signals. In addition this function covers the range from -1 to+1, which gives freedom to deal 

extensively with various weights values. 

 The problem is to determine the optimum values of the weights and biases of the networks 

in addition to the number of the hidden neurons H that can classify each input perfectly. 

 In nature bats leave their roost shelter in groups to start their hunting period. Each bat has its 

echo sonar unit, in other words, group of bats have Multi Sonar Units MSU. In this work the 

population of bats is considered to be of Q size, i.e., the size of MSU is equal the number of the 

training input vectors Q.  The Modified MSBU algorithm can be described as follows: 

- The bats leaves their roost in a population of size Q. 

- Each bat navigates for a prey using its sonar unit, flying towards it. The positions of the preys 

are assumed to be the end point xi of the length of each input training vector pi starting from 

the roost and spread in the Euclidean space. As a result, each bat is settled on one end point 

of the p's vectors. The locations of the bats are considered as the initial position. Figure-1 

illustrates the concepts of this step. 

-  

 
Figure-1 Deployment of bats in the state space 

 

- In the next step, the bats start a competition to navigate a new prey located at the target 

position and fly towards it. The bat with largest associated value between its position xi and 

the target t is assumed to be the winner. This is just like what happen in food competition 

between big brown bats in nature, in which these bats produce an ultrasonic signal that 

effectively jamming the echolocation signals of other competitors' bats to make them miss 

the target, the bat with the most high power signal wins the competition [16, 17]. 

- The winner bat puts its impression on the neural network and stimulates the other MSU to 

change their position. This mimics the behavior of big brown bats in which the jamming 

signal does not cause bats to leave away from prey, instead they change their position and 

wrap around the site of foraging area [18].  

- The remaining bats continues the competition with new iteration, the new winner bat repeats 

what the former winner did on the NN. This process is continued until the NN reaches its 

optimum architecture and weights. 

- The competition is settled either when the network converged beyond the allowed mean 

square error or it reaches the maximum pre-specified number of neurons. 

- The algorithm can be repeated for several times, the neural network with best outputs is 

picked as the final one. 

 

In more details the MSBU algorithm can be expressed as follows: 

1. Define the main parameters: 

Maximum allowed Mean Squared Error MSE, maximum number of hidden neurons H, and  
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Max number of Iterations Max_It 

2. While iteration Iter < Max_it do step 3-17 

3. Select randomly 70% of the dataset as training set pairs p:t (Q pair of vectors), and 30% as 

test data. Where Q >> H. 

4. Deployed bats of Q population in the state space and let them settled in their initial position 

points xi, where xi = ||pi||, (roost is assumed to be the point of origin). 

5. While (h ≤ H or performance>MSE) repeat steps 6-15 ((where h is a counter for temporary 

number of hidden neurons initiated with 0 value) 

6. Calculate the Associated Values (Av) between the bat positions x and the targets t 

𝐴𝑣 =
∑(𝑥𝑖𝑡𝑖)2

∑ 𝑥𝑖
2 ∑ 𝑡𝑖

2                                    (1) 

7. Determine the winner bat:  

𝑥𝑤𝑖𝑛 = max |𝐴𝑣|                                 (2) 

8. Store the value of xwin in matrix Wwin and its sequence in a list array of the winners Lwin. 

9. Add a neuron to the hidden layer and calculate the weights between it and the input source 

nodes by considering the input vector of the winner bat pwin as the output of this neuron, 

taking in consideration that the activation function of this layer is the hyperbolic tangent 

(hint: the algorithm assumes the hidden layer biases is a constant small value b ≤ 1): 

𝑆 = 𝑆 + 1                                             (3) 

𝒘𝟏 = tanh−1(𝒑(𝐿𝑤𝑖𝑛))                   (4) 

Where w1 is the weights of layer 1. 

10. Calculate the output of layer 1: 

𝒂𝟏 = tanh(𝑤1𝑝 + 𝑏1)                    (5) 

11. Since the activation function of the output is linear, thus computing the weights and the 

biases of layer 2 can be easily done. The input to this layer is a1 concatenated with 1's (value 

of the inputs to the biases).  

𝒘𝟐 = 𝒕
𝒂𝟏⁄                                            (6) 

The last column in w2 represents the values of the biases b2 of this layer. 

12. Remove the winner bat from the population (remove xwin from the Q population data). 

13. Evaluate the stimulation factor St of the winning bats on the other MSBU: 

𝑆𝑡 =
∑(𝐴𝑣𝑖 𝑥𝑖)2

∑ 𝐴𝑣𝑖
2                                  (7) 

14. Calculate the new positions of the remaining MSBU due to the stimulation of the winner 

ones: 

𝑥(𝑛𝑒𝑤) = 𝑥(𝑜𝑙𝑑) − 𝐴𝑣 𝑆𝑡               (8) 

15. Compute the total mean squared error: 

𝒂𝟐 = 𝒘𝟐𝒂𝟏 + 𝒃𝟐                                (9) 

𝑚𝑠𝑒 = ∑(𝒕 − 𝒂𝟐)2                         (10) 

where a2 is the output of the network. 

16. Save the network with its parameters 

17. Increase the number of iteration Iter by 1 

18. Calculate the performance of the saved networks 

19. Select the network with best performance and optimum number of hidden neurons 

Note that, the randomness selection of training dataset in each iteration leads to different network 

parameters. 

 

3. Dataset Selection 

 Different datasets have been selected to train and test several neural networks using the 

proposed algorithm. All the data sets are downloaded from the "University of California, Irvine 

UCI Machine Learning Repository" [19]. These datasets are: (i) Breast cancer Wisconsin, (ii) 

Acute inflammations, (iii) Dermatology, (iv) Hepatitis, (v) SPECT heart (i.e. diagnosis of cardiac 

Single Proton Emission Computed Tomography images). The associated task of the five selected 

datasets is "classification". The datasets are preprocessed by eliminating the missing values 
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records, converting some categorical attributes to numeric values in addition to that, the datasets 

are normalized.  

 

4. Results and Performance Evaluation 

 In this work, several classification neural networks have been designed using MSBU 

algorithm. In order to check the generalization of these networks they were all subjected to a 

different measurements and performance evaluations. In addition, the outputs of these networks 

are compared with the results obtained from equivalent architecture feedforward networks which 

are specialist in pattern recognition classifications problems using the same training datasets.  

The pattern classification (PR) networks are created by calling the built-in function "patternnet" 

in MATLAB 2017b, and trained by using scaled conjugate gradient backpropagation training 

algorithm and categorical Cross-Entropy loss function (CE) to calculate the performance. 

 

The following testing measurements and metrics are used to check the classification quality of 

each network: 

 Performance (MSE and CE), mean of the error, and the error standard deviation.  

 linear regression of the testing data targets relative to the network outputs 

 Classification confusion matrix 

 The receiver operating characteristic (ROC) which shows how well the neural network fits 

the testing data 

 Two samples of graphical representation for these metrics are illustrated in the following 

figures. 

 For Breast Cancer Wisconsin the dataset is of 683 instances, 9 attributes, and 2 classes. The 

architecture of the best determined NN for this problem is of 9-4-2, in which, the recorded 

classification accuracy using the test data is 99%. The upper part of Figure-2 shows sample index 

of the errors, while the lower part of Figure-2 shows a histogram of error in classification and 

fits a normal density function. As it is indicated in this figure, the MSE is 0.0097, the error mean 

is -0.0097, and the error standard deviation is about 0.098. 

 

 
Figure 2. Classification errors in Breast Cancer Wisconsin NN 

 

  The linear regression of the targets relative to the outputs is shown in Figure-3. The calculated 

correlation coefficient is about 0.978. 
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Figure 3. Regression of Breast Cancer Wisconsin NN 

 

 The left part of Figure-4 shows the classification confusion matrix using MSBU algorithm, 

while the right part shows the confusion matrix of the PR net trained using backpropagation 

algorithm. Knowing that these two NNs have the same architecture and trained using the same 

dataset. Comparison between the two NNs shows that the classification accuracy using MSBU 

bat NN is about 99%, while it is 98.5 in PR net. 

 

 
Figure 4. Confusion matrix of Breast Cancer Wisconsin networks 

 

 On the other hand, the ROC curves for both networks are plotted as shown in Figure-5. The 

ROC curves shows that the NN of MSBU is much more fits the testing data. 

 
Figure 5. ROC of Breast Cancer Wisconsin networks 

 

 For acute inflammations the used dataset is of 120 instances, 6 attributes, and 4 classes. The 

optimum architecture of the network found by using the proposed algorithm is of 6-4-4. This 

Mohammed Ali Tawfeeq

110



 

 

network achieved classification accuracy of 100%. The MSE is equal to zero as well as the error 

standard deviation with no sample index of errors as shown in Figure 6. 

 

 
Figure 6. Classification errors in acute inflammations NN 

 

 The regression line of the targets vs outputs is almost perfect as shown in Figure 7, with 

correlation coefficient R =1.  

 

 
Figure 7. Regression of acute inflammations network 

 

 The comparison between the classification results using the optimum NN of the proposed 

algorithm and PR net can be illustrated using the confusion matrices shown in Figure 8.  
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Figure 8. Confusion matrix of acute inflammations networks 

 

 The ROC curves for the two networks fit perfectly the testing data as shown in Figure-9.  

The information of the other dataset cases and their networks classification accuracy results with 

the early mentioned ones are summarized in Table-1. 

 

 
Figure 9. ROC of acute inflammations networks 
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Table 1. Datasets information with their networks' classification accuracy results 

Case 
No. of 

instances 

No. of 

attributes 

No. of 

classes 

Best Net 

architecture 

Correct classification 

MSBU 

net 

PR 

net 

Breast Cancer 

Wisconsin 
683 9 2 9-4-2 99% 98.5% 

Acute 

inflammations 
120 6 4 6-4-4 100% 100% 

Dermatology 358 34 6 34-30-6 96.3% 97.2% 

Hepatitis 148 18 2 18-15-2 97.7% 81.8% 

SPECT heart 267 22 2 22-14-2 91.3% 86.3% 

 

 It is noticed experimentally that the performance of both types of the networks (MSBU and 

PR networks) are sensitive to the training dataset. Since the training datasets are randomly 

selected each time, this leads to different networks architectures and different magnitude of 

parameters which in turn leads to different performance. Table 2 depicts the others calculated 

metrics for the networks mentioned in Table 1. 

 

Table 2. Performance and error measurements of the best MSBU networks 
Case MSBU PR 

 
Error

 

mean 
Error 

St. D 
R MSE CE 

Breast Cancer 

Wisconsin 
-0.009 0.098 0.978 0.009 0.031 

Acute 

inflammations 
0 0 1 0 

8.04 

e-7 

Dermatology 0.028 0.444 0.959 0.196 0.006 

Hepatitis 0.022 0.150 0.855 0.022 0.068 

SPECT heart -0.062 0.290 0.613 0.087 0.066 

 

 

Table 3. Classification accuracy of randomly selected MSBU networks comparing with their 

corresponding PR net results 

 
 

Iteration 

Breast Cancer 

Wisconsin  
(H = 4) 

Acute 

Inflammations (H = 
5) 

Dermatology 

(H = 30) 

Hepatitis 

(H = 15) 

SPECT heart 

(H = 14) 

MSBU 

net % 

PR net 

% 

MSBU 

net % 

PR net 

% 

MSBU net 

% 

PR net 

% 

MSBU 

net % 

PR net 

% 

MSBU 

net % 

PR net 

% 

1 97.1 96.6 97.2 100 92.5 99.1 93.2 86.4 81.3 75 

2 94.6 95.1 100 100 94.4 99.0 86.4 77.3 91.3 86.3 

3 98.5 96.1 100 100 88.9 98.1 90.9 77.3 80.0 82.5 

4 96.6 96.6 97.2 100 90.7 96.3 95.5 84.1 83.8 82.5 

5 97.6 96.1 89.9 89.9 90.7 95.3 84.1 79.5 82.5 82.5 

6 97.1 98.5 100 100 96.3 97.2 90.9 88.6 85.0 77.5 

7 97.6 97.6 100 100 88.8 94.4 75.0 68.2 80.0 77.5 

8 99.0 98.5 97.2 100 90.7 98.1 97.7 81.8 85.0 83.8 

9 95.1 94.6 100 100 91.6 100 88.6 88.6 86.3 83.8 

10 98.5 98.5 100 100 90.7 99.1 88.6 77.3 86.3 81.3 

average 97.17 96.82 98.15 98.99 91.35 97.66 89.09 80.9 84.15 81.3 

 As it is described earlier, MSBU algorithm looks for and selects the best network 

performance and architecture, however, the results of ten random iterations are recorded and 

compared with the corresponding pattern recognition networks' results as shown in Table 3. 

 The average results for the networks of both MSBU and PR algorithms showed that the 

classification accuracy for breast cancer Wisconsin and acute inflammations are almost the same, 
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meanwhile, the MSBU networks for Hepatitis and SPECT heart showed better accuracy. On the 

other side, the dermatology's PR networks record better average classification results. 

 

 The average network training times for both algorithms are measured and tabulated as shown 

in Table-4. The ratio of these training times are calculated by: 

𝑅𝑡 =
𝑀𝑆𝐵𝑈 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑚𝑒

𝑃𝑅 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑚𝑒
× 100%     (11) 

 The values of Rt showed that the required training time using MSBU algorithm is much less 

than that of the PR algorithm. 

 

Table 4. Average training time 

 

Case 

No. of 

training 

vectors 

 

Arch. 

 

Average training time 

(sec) 
 

Rt 
MSBU net PR net 

Breast Cancer 

Wisconsin 
478 9-4-2 0.128 0.400 32% 

Acute 

inflammations 
84 6-5-4 0.108 0.415 26% 

Dermatology 251 34-30-6 0.270 0.471 57% 

Hepatitis 104 18-15-2 0.159 0.393 40% 

SPECT heart 187 22-14-2 0.183 0.398 46% 

 

 In PR network, the categorical cross-entropy loss between network actual response and target 

values was used to measure the performance.  Using this function leads to trounce the outputs 

that are extremely inaccurate which in turn gives good classification results. Whereas, the 

proposed algorithm depends on the computation of MSE for performance evaluation. The two 

functions seem to be good at assessing networks performances. On the other hand, in PR 

networks, the weight and bias values were updated using the scaled conjugate gradient function. 

For the network to improve performance and therefore learn based on this function it requires 

iterative training process that takes all the training vectors in consideration and updated the 

network weights and biases each time. In other words, it requires to several number of epochs. 

Meanwhile in the proposed algorithm, the winning bat adds one neuron at a time, and modify 

the weight values of the network.  Thus, the train of MSBU network requires a fraction of the 

time it takes to train PR network. 

 

5. Conclusion 

 This work introduces an algorithm optimizes the architecture and weights of NNs based on 

the principles of bats competition for food in the wild. Each winner bat adds a neuron to the 

hidden layer and modify the weights of the network. The competition between the remaining 

bats is continued until the performance of the network reaches to the desired MSE or the network 

reached to the predetermined maximum number of neurons.  

The algorithm was adopted in optimizing neural networks that were used for classification 

purposes. These networks showed promising results. The obtained results were compared with 

the output of standard neural networks trained by using backpropagation algorithm, the results 

of the two types of networks were fairly close to each other in most cases, and whereas the time 

required to design networks using the proposed algorithm is much less than the time required to 

train networks using standard methods. 
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