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Abstract: This article presents a solution to the economic dispatch (ED) problem with a new 
technique, the multiple of hybrid lambda iteration method and bee colony optimization 
(MHLBCO) with a smooth cost function. The ED limitations include the electrical energy 
demand and transmission line losses. The main idea of the MHLBCO algorithm is a method of 
combining lambda iteration and bee colony optimization then increasing its efficiency by 
adding multiple search mechanisms. It is an adaptation of the lambda iteration algorithm and 
bee colony optimization algorithm (HLBCO) to find the best solution in sequence, series, and 
select the best solution. New techniques have been added to the MHLBCO algorithm to 
improve the search process, for example the hybrid algorithm, multiple adaptive search scopes 
and multiple searches. 2 case studies were used to test the efficiency of the MHLBCO 
algorithm, which included 6 power generating units in case study 1 and 15 power generating 
units in case study 2. The optimized results by MHLBCO are compared with those of HLBCO 
and traditional method approaches, for instance simulated annealing (SA), bee colony 
optimization (BCO), particle swarm optimization (PSO), krill herd algorithm (KHA), 
differential evolution algorithm (DE), modified harmony search algorithm (MHSA), hybrid 
differential evolution algorithm based on particle swarm optimization (DEPSO) and cuckoo 
search algorithm (CSA). The results of the two case studies confirm that the concepts 
contained in the MHLBCO algorithm can achieve higher-quality convergence of speed and 
solutions. The conclusion is this method is used to solve the economic dispatch problem under 
the objective function, power balance constraint and generator rating constraint efficiently. 
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1. Introduction
Now a day, the power system is constantly evolving. Producing electricity for stability and

reliability are important. While the demand for electricity is increasing and the use of 
electricity at different times has changed cause problems in the planning of electricity. The 
important thing to consider in generating electricity is the cost of electricity. While each 
generator generates unequal electricity costs, if the generator works to produce power without a 
planned power generation, it may incur unnecessary costs. Economics related to electricity 
generation and transmission can reduce the cost of electricity. It was named Economic 
Dispatch (ED). The purposes of the problem of ED are to schedule the best results integration 
of all the units which created to reduce operating costs while addressing load requirements, 
system parity and inequality. Improving unit output scheduling can reach to significant cost 
savings. 
 Aforetime, various methods were developed to solve this problem using mathematical 
programs and numerical methods for instance lambda iteration method [1], dynamic 
programming [2], quadratic programming [3], nonlinear programming [4], linear programming 
[5] and gradient method [6]. It was later found that these methods, when applied to solve ED
problems, could not provide optimal solutions. These methods often get stuck in a local
optimum. Recently meta-heuristics used to solve problems of ED and power system issues
such as Genetic Algorithm (GA) [7]-[9] it mimics the reproduction and survival of organisms
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with genetics, Particle Swarm Optimization (PSO) [10]-[12] it mimics the behavior of social 
and foraging of animals for example birds or fish, Ant Colony Optimization (ACO) [13]-[14] it 
mimics foraging and the travel of ants to the nearest distance to their destination, Tabu Search 
(TS) [15] It's a way to find new answers around old answers and prevent them from going back 
to them. This method remembers the past's answer, forbidding the answer to converge at the 
same point, Cuckoo Search Algorithm (CSA) [16]-[17] this algorithm is depend on the 
parasitical cuckoo species behaviour and the flight some birds behaviour, Shuffled Frog 
Leaping Algorithm (SFLA) [18]-[19] the purpose is to simulate and travesty the behavior of 
frogs to find food placed on random rocks in the herd, simulation annealing (SA) [20]-[21] to 
find the answer from the side and move to a new location when the answer value is better than 
the original and Bee Colony Optimization (BCO) [22]-[24] the BCO algorithms mimic the 
foraging behavior of bees colony. These methods have acquired a lot of interest from many 
researchers due to their efficacy to find the best nearly global optimum solution. However, 
these ones methods also have some downside which limit its performance. The traditional 
algorithms may have limited access to suitable global optimum solution, when initial solutions 
are far from suitable solutions may take time to access inappropriate solutions. As a result, with 
a new population, it can take more time to search for a solution and a long computational time 
because of the algorithm possesses poor convergence behavior. Therefore, accelerating 
convergence speed and avoiding the local optimal have become two important. Among the 
aforementioned methods, there is an efficient way to estimate the global best value of a given 
function, the BCO method. It has a simple structure which is efficient and employs an 
advanced search technique. Nevertheless, a traditional BCO algorithm might have a problem of 
random the initial populations. As a result, it takes more time to search for a solution and takes 
a long time computational caused the convergence approach is slow. This problem was solved 
by HLBCO [25], which modified the initial population of the BCO. However, this method 
might have a problem of narrow in restricting inappropriate search scope. It's difficult to 
determine the optimum search scopes, so retesting is wasting time. The "multiple search" 
method was used to solve this problem, with multiple searches helping to find the regions 
where the most suitable global solution exists. So, the solution in this article is divided into two 
issues, including initial value estimation and search scope definition. The first one, in the paper, 

is to use the total cost of production equality principle (λ) as the starting point of the solution, 

estimate the initial populations to limited the search scope to find the solution and use BCO to 
find the most suitable solution around the estimates, that is “hybrid lamda iterations and bee 
colony optimization (HLBCO)” and second, search optimization to address scoping problems 
with multiple searches method. This concept is used to improve the execution of traditional 
BCO algorithms. This article proposes the new algorithm “multiple hybrid lamda iterations and 
bee colony optimization (MHLBCO)” to solve the problems of the traditional BCO. MHLBCO 
introduces additional mechanisms for improving the search process. The possibility study of 
the MHLBCO demonstrate for solving the static ED problem with a smooth cost function and 
the best results from the MHLBCO method are compared with conventional methods such as 
PSO, SA, CSA, the Differential Evolution Algorithm (DE), Modified Harmony Search 
Algorithm (MHSA), Hybrid Differential Evolution algorithm based on Particle Swarm 
Optimization (DEPSO) and Krill Herd Algorithm (KHA) in terms of the most appropriate 
answers. 

2. Economic Dispatch Problem Formulation
The economic dispatch is identified for four important classifications. These covers are,

optimal load flow, ED is an automatic control of power generation, dynamic ED and ED with 
non-traditional generation sources. Before 1930, There are several methods are used for 
example, the base unit method, where starts with the most effective production unit to the full 
capacity, then the second most effective unit starts sorting down, and the best point loading 
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method is the start from the highest efficiency unit since it is the unit with the lowest heat rate 
respectively up to the least efficient unit, that is the highest heat rate unit. In 1930, the 
incremental cost method later known as the cost equal principle was recognized as producing 
cost savings. In 1954, computers were used to calculate the loss factor in transmission lines, 
electronic differential analyzer devices were used in economic scheduling, both on-line and 
off-line, computers were used to It is planned for production and has been continuously 
developed until today [26].  
 Finding the right sum of electricity generation is the primary objective of the ED problem. 
This is an allocation of load demand commitment for the system to generate a set of generators 
over a specified period of time with minimal production costs while requiring physical 
constraints and operational requirements and in accordance with applicable conditions of the 
system as follows. 
 
A.  Objective function   
 The primary objective of the ED problem is to reduce the total fuel cost under the electrical 
system constraints with an objective function that can be expressed as equation (1). 

 : ( )
1T

N
Minimize F F Pi ii

∑=
=

  (1) 

 Normally, a thermal unit have had the fuel cost is expressed as a single quadratic function 
of its output (Pi) as follow (2). It is an equation that represents the smooth cost function, which 
looks like Figure 1. 

 2( )i i i i i i iF P a P b P c= + +  (2) 

Where ai, bi and ci are the cost coefficients and Pi is the power output of the ith thermal unit. 
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Figure 1. Characteristic of the smooth cost function. 

 
B. Constraints   
 The objective function has the following conditions. 
a) Constraint of power balance 
The sum of the total power produced by all generators must be equal to the sum of the total 
energy demand and the total power losses on the transmission and distribution lines as follows 
(3).A 
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 Where Ploss is the total transmission and distribution line losses and PD is the load demand. 
Ordinarily, in the power system has many factories are located in different locations. All power 
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plants are connected by a long transmission line as a network. Power demand is transmitted 
through the transmission line, causing power loss in the transmission line. Transmission loss is 
determined by transmission line parameters, bus voltage and load flow. Determining the power 
loss in a transmission line requires complex calculations. However, an estimate of the power 
loss in a transmission and distribution line can be reasonably made for a power plant with N, 
the amount of power loss in a transmission and distribution line can be expressed as follows 
(4). 

 
0 00

1 1 1

N N N

loss i i j j i i
i j j

P PB P B P B
= = =

= + +∑ ∑ ∑  (4) 

The coefficient matrix [B] is called as loss coefficient matrix or B – coefficient matrix. This 
matrix is symmetric. 
 
b) Constraint of generator rating 
Each generator shall produce a combined power between its lower and upper boundary 
conditions, defined by the inequality as follows: (5). 

 min max
ii iP P P≤ ≤  (5) 

 Where, Pi
max and Pi

min are the upper and lower capacity boundary for the ith generating unit 
power output, respectively. 
 

3. Hybrid of Lambda Iteration (λ) and Bee Colony Optimization (HLBCO) 

HLBCO is the use of the same principle of equal costs (Increased cost: λ) by setting λ as 

initial, setting new boundaries around λ and performing each step by BCO method. At this 

point, will be describes the BCO, Lambda Iteration (λ) and HLBCO for ED problem. 

 
A. Bee colony optimization   
 Bee Colony Optimization (BCO) is a way to find the most appropriate value that mimics 
the foraging of honey bee behaviors. This method divides the bees into two categories, the first 
group being the scout bees, and the second group is the employee bees to find the answer. 
Supposing the answer is to find the honey bee source. The function of scout bees is to find 
random honey bee sources in the scope of possible answers (search space). After the scout bees 
find the answer, they will fly back to the honey comb to communicate with other bees within 
the beehive. Bee's communication will use a variety of dances to indicate the amount and 
direction of the honey. Then, the employee bees will move the honey from the honey source. 
The numbers of bees will variation to the number of honey bees and the distance. 
 
 Before discussing the next episode of how was the BCO, the following of parameter have 
used the description of the parameters of the BCO algorithm for general optimization 
problems. 

n  is the amount of scout bees. 
m  is the amount of random honeybee sources from scout bees. 
e  is the amount of nectar honeybee sources with the highest amount of honeybee 
selected from m 
nep  is the amount of employee bees assigned to e honeybee sources. 

 nsp    is the amount of employee bees assigned to m-e honeybee sources. 
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The BCO algorithm has a workflow that can be described as follows: 
Step 1:  BCO algorithm was started with the scout bees (n) being placed randomly in the 

search space and it subject to the regulatory requirements of the system. 
Step 2: The fitness of the sites visited are evaluated by the scout bees and sort the solution 

from the most to the least. 
Step 3: Choose the solution that can be used for a number of m responses from n to find a 

neighbor solution by determining the bee colony to choose the solution that is the 
number of m. 

Step 4: Choose the best solution for the amount of e from m solution. It is a share value of 
the solution that was selected into two groups. The best solution has the same 
number of e and followed good solution with the amount of m-e. 

Step 5: At this stage would be set for employee bees to find a solution in the area of two 
groups that were divided in step 4. The nep employee bees go to find solution 
surrounding e and the number of nsp employee bees go out for a solution in the area 
m-e. 

Step 6: Estimate the value of the answer and compare each other and choose the best 
approach or solution that matches the given conditions. 

Step7: check the threshold for downtime. If conditions are set to be met, then show the 
most appropriate solution; otherwise, back to step 2. 

 

B.  Lambda iteration (λ)   

 This method requires a specific mapping from incremental cost value to each generator's 
MW output. For alternatives to conventional marginal costs, the generator produces an overall 
MW of output power, then the method starts with the values of lambda below and above the 
optimal value, corresponding to all the results that are too small and too much, and then 
brackets the appropriate value iteratively. To solve the problem, all generators have the same 

marginal cost, this incremental cost commonly called lambda, the symbol is λ. When the costs 

between the generators different, the Lambda method will reduce the capacity, increase the cost 
and increase the capacity to reduce the cost difference, we can reduce collective costs. If the 

demand for electric power is changed, the total cost change can be estimated from λ, use the 

solved value of λ to evaluate Pi . Equation (2) is the cost of fuel used in the production of each 

generator power generation. The incremental cost; (λ) uses this equation to calculate by using 

the differential equation, expressed in the Equation (6). 
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 In the ED problem, the fuel cost was the lowest when λ was the same. The λ value is 

calculated for the starting point of the system by equation (7) and calculate the electric power 
of each generator from equation (8). 
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C. Hybrid of lambda iteration (λ) and bee colony optimization (HLBCO) for ED problem [25]   

 The BCO method can obtain a global optimum within a short time and guarantee an 
optimum solution. However, in these techniques the initial populations are generated randomly. 
This results in long computation times and a long time to convergence when the generated 
initial populations are too far from the optimum solution. This problem has been solved by 
HLBCO in which the initial BCO population was modified. The HLBCO uses the equal cost 

principle or incremental cost: λ to solve the ED problem, estimate the initial value and cramped 

the search, then use the good properties of the BCO method to search for answers around the 
set limits. The HLBCO algorithm for solving ED problems can be described in steps 
hereinafter: 
Step 1:  Determine the parameters for the HLBCO algorithm.  

Step 2:  Using equation (7), calculate the λ value and use it as the initial value. 

Step 3:  Using equations (9) and (10) calculate the minimum and maximum search boundary 
values of each generator. 

 

min
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rank is between 0 and 1 and is a factor to determine the size of the search scope. 
Step 4: Randomizes the initial population value (n), provided within the specified conditions 

and scope. 
Step 5:  Evaluate the initial population fitness value and arrange it in ascending order. 
Step 6:  Select the best (m) solutions by sorting and dividing the solution into two groups: (e) 

are the best solution and (m-e) are the next best solution. 
Step 7:  Set the search scope around each solution grouped in step 6.  
Step 8:  Send nep bees swarms to find solutions in group e and nsp bees swarms for solution in 

group (m-e) 
Step 9:  Create new solutions in the e and m-e solutions group, where the amount of solutions 

in group e is equal to nep, the amount of solutions in the m-e group is equal to nsp, 
evaluate their suitability and select the optimum solution.  

Step 10: Check the suitability of the answer, if within the required criteria, stop and if not, go 
back to step 4.  

Step 11: Use the most suitable solution as the output power of each generator. 
 
4.  Multiple Hybrid of Lambda Iterations and Bee Colony Optimization (MHLBCO) for 
ED Problem 
 Multiple searches provide promising powerful searches leading to the most affordable 
global solution. MHLBCO use a sorted search method based on a given number of algorithms 
in a single run. The main idea of MHLBCO arose from the HLBCO solution in section 3.3. It 
is difficult to determine the rank configuration in the 3rd step to obtain the optimum value, 
requiring multiple tests which are time consuming. Convergent speed can be improving by 
using multiple searches. The MHLBCO algorithm solves the problem of convergence speed to 
increase accessibility with the global solution. Figure 2 shows several independent HLBCO 
algorithms including independently adjustable rank, which work together as an MHLBCO 
algorithm with additional steps and mechanisms are as follows. 
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A. Specify MHLBCO parameter   
 Determining the parameter of a bee colony is to determine the number of scout bees the 
amount of n that will be released to find the honey bee sources. It is to determine the amount of 
output power that is subject to the constraints of each generator, which is equivalent to a 
number of scout bees emitted. In this paper, the parameter value of how was BCO, HLBCO 
and MHLBCO are used to test the operation is presented in table 1.  
 

Table 1.  The parameters of HLIBCO 
Parameters Number 
Initial populations sites (n) 20 
Selected sites (m) 10 
Selected best sites (e) 5 
Bees all around other sites (nsp) 50 
Bees all around best sites (nep) 50 

 

B.  The Lambda Iteration Value (λ) Calculation 
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Figure 2. Procedure of MHLBCO 
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 λ is incremental cost principle using the equal cost principle, estimated the starting value to 

cramped the search area and to use the good features of the BCO approach to find answers 

within new areas. The total cost of production is lowest when λ is the same. The value of λ can 

be calculated from the equation where (7). 
 
C. Multiple adaptive search scope   
 In this article, the scope of finding the answer has been redefined with rank which is the 
factor used to define the upper and lower search boundaries of the ith generating unit that 

calculated from equations (9) and (10), using λ as the initial value. The result of finding the 

answer depends on the magnitude of rank. It is difficult to determine the proper rank sizing, it 
is necessary to perform multiple tests which will take a long time. Multiple rank scaling at the 
same time is a multi-adaptive search scope. The search process within a multi-adaptive search 
scope increases the chances of finding the global optimum solution and quickly converging to 
the right one. The size of the rank is important in these processes. The key factor is the range of 
variance within the scope of the search, which depends on the magnitude of rank. Accordingly, 
rank must be properly defined. Conventionally, the rank size with low value, the search scope 
is narrow and time find the right answer will be less. On the contrary, a wider rank size is a 
more accurate solution but results in longer computation times. However, the optimum answer 
may be the local optimum. This article presents, rank size can be adjusted according to the 
amount of bee colony, which makes it more accurate to fix the problem. Therefore, 
multi-adaptive search scope improves the answer-finding process, increases computational 
efficiency and speed up convergence to the right solution. In the presented algorithm, configure 
the rank values as follows: rank#1=0.05, rank#2=0.1, rank#3=0.15 and rank#4=0.2. 
 
D. Multiple search   
 Large solutions can be achieved by using multiple computers to perform calculations at the 
same time known as parallel search. Howsoever, the sequential search used in this document is 
performed on a single computer [27]. Reducing the time, it takes to find the right solution by 
improving the search process and the scope of each adjustable search as well as the capability 
to manipulate results are some of the basic concepts in this article. Multiple searches are a 
sorted search method that combines additional features with search algorithms and capabilities. 
Multiple searches allow multiple answers at the same time. The best answers are selected from 
a single algorithm. Multiple searches are the way to take advantage of the properties of 
multiple algorithms that are still incomplete in traditional algorithms and help find an answer 
that is likely to be the global optimum solution exists. This idea made the BCO algorithm get a 
more optimized mechanism after taking the obtained values from the lambda iterations and 
defining the span of multiple search scopes as described in section 4.3. Important mechanisms 
are implemented in the BCO algorithm for better performance as described in section 3.2. The 
algorithm work is sorted from BCO # 1 to BCO # 4, then compares the answers obtained from 
all algorithms and selects the best answer. 
 
E. Appraise the fitness and choose the optimum solution  
 The idea at this stage is to remove the worst design solution after the end of each simulation 
cycle and select the best solution from the best design solution. Good design requires a good 
fitness function to indicate proximity to overall requirements and use fitness function to test or 
simulate the results obtained from the solution. Poor design will cause the algorithm to find an 
unusual solution or there will be convergent problems. Moreover, it must also be computed 
quickly. All are processes of evaluating the performance and selecting of the most appropriate 
answer. 
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F. Check the stopping criteria   
 Typically, there are several possible downtime conditions. In the algorithm presented here, 
there is a search stop condition if three conditions are met. Firstly, when the algorithm has run 
until the specified time that is if the search process is ongoing until it takes more than or equal 
to the specified time, it will stop. Second, it depends on the predefined number of iteration 
cycles, if the iteration is equal to or greater than the specified number of iterations, the search 
process stops. Finally, when the appropriate value meets the objective function and under the 
system's limitations and conditions, the answer search stops. 
 
5.  Case Study 
 To evaluate the operation of the MHLBCO algorithm, it was applied to economic dispatch 
problems in two case studies with large and medium-sized systems. The test case studies 
consisted of a system with the 6 unit generators and a system with the 15 unit generators. The 
algorithm performance testing was implemented in a MATLAB program running on TOSHIBA 
Satellite P745, Intel Core i5, 2.30 GHz with 8 GB RAM. 
 
A. The first case study   
 The system used to test for the first case consisted of six thermal units as well as a 
generating limit, a power balance limit, a generator rating limit, 46 transmission lines and 26 
buses. It needs the electric power of 1263 MW. The generator feature of each is shown in table 
2 and the B-coefficient matrix as follow [27]. 
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Table 2. Generator data in case 1 

Unit ai bi ci Pi
min Pi

max 

1 0.0070 7.00 240 100 500 
2 0.0095 10.0 200 50 200 
3 0.0090 8.50 220 80 300 
4 0.0090 11.0 200 50 150 
5 0.0080 10.5 220 50 200 
6 0.0075 12.0 190 50 120 

 
B.  The second case study   
 This system consists of 15 generators, with the characteristics shown in Table 3. All 
generators have a power requirement of 2630 MW, including the transmission loss of the 
B-coefficient matrix as shown in the references [28]. 
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Table 3.  Generator data in case 2 
Unit Pi

min Pi
max ai bi ci 

1 150 455 0.000299 10.1 671 
2 150 455 0.000183 10.2 574 
3 20 130 0.001126 8.80 374 
4 20 130 0.001126 8.80 374 
5 150 470 0.000205 10.4 461 
6 135 460 0.000301 10.1 630 
7 135 465 0.000364 9.80 548 
8 60 300 0.000338 11.2 227 
9 25 162 0.000807 11.2 173 
10 25 160 0.001203 10.7 175 
11 20 80 0.003586 10.2 186 
12 20 80 0.005513 9.90 230 
13 25 85 0.000371 13.1 225 
14 15 55 0.001929 12.1 309 
15 15 55 0.004447 12.4 323 

 
6.  Simulation Results 
 MHLBCO and HLBCO were tested to assess performance with two ED problematic power 
systems with 6 and 15 generators. All optimization methods (BCO, PSO, and SA) were used in 
comparison with different solutions obtained from random. To assess the effectiveness of each 
method, all search algorithms are executed at the same time interval. So, the fastest 
convergence would be a powerful way. To compare the effectiveness of all methods, 
convergence speed, elapsed time, and the results of the answers were used to evaluate 
performance. In this performance evaluation, the parameters of BCO, HLBCO and MHLBCO 
are shown in Table 1 and the parameters are used in the PSO and SA methods shown in Table 4 
and Table 5. The configurations in Table 1, Table 4-5 were generated on several times iterative 
trials, taking into account the speed of finding answers and the quality of the answers. 
 

Table 4. The parameters of PSO 
Parameters Number 
Population size (N) 300 
Generations 100 
Acceleration constant (C1), (C2) 1.9, 1.9 
Inertia weight factor (Wmax), (Wmin) 0.9, 0.4 
Limit of change in velocity (Vmax), (Vmin) 0.5Pmax, -0.5Pmin 
  

 
Table 5. The parameters of SA 

Parameters Number 
Cool Shed 0.83 
incipient temperature 500 
Last temperature  1 
Maximal number of successes within 50 
Maximal number of tries 1000 

 
A. Simulation results in case 1 
 Five methods (MHLBCO, HLBCO, BCO, PSO, and SA), two case studies were scheduled 
to be performed on the entire system. In this test system, Pg is the sum of the output power of 6 

Apinan Aurasopon, et al.

66



 
 

   

generators: P1, P2, P3, P4, P5 and P6. For the 1,263 MW electricity demand, the results of the 
MHLBCO and HLBCO methods were compared with the obtained results with the BCO, PSO 
and SA algorithms. In terms of minimum generation cost and computation efficiency, the 
methods that offer their best solution are shown in Table 6. The convergent speeds of the 
MHLBCO and HLBCO methods compared with other methods for 6 units system are shown in 
Figure 3. Clearly, the minimum generation cost of the MHLBCO and HLBCO methods have a 
similar value and lowest in comparison to other methods and the convergence speeds of the 
MHLBCO to the optimum solution is faster than other methods. The results of the MHLBCO 
method are compared with the CSA [29], MHSA [30] and DE [31] methods (Table 7). 
 

Table 6. Results of six units system in case 1 
Unit output MHLBCO HLBCO BCO PSO SA 
P1 (MW) 451.34 451.53 415.01 452.61 454.17 
P2 (MW) 173.76 173.14 172.71 171.90 168.55 
P3 (MW) 257.61 260.19 261.90 259.21 257.65 
P4 (MW) 137.45 136.07 138.33 138.56 133.94 
P5 (MW) 163.72 163.77 165.21 166.37 162.70 
P6 (MW) 91.24 90.47 86.04 85.59 98.14 
PT (MW) 1275.12 1275.17 1275.21 1275.24 1275.14 
FT ($/h) 15439.50 15439.56 15439.87 15440.53 15440.60 

PLosses 12.12 12.17 12.20 12.24 12.14 
Time (s) 18.78 4.77 7.35 14.45 10.24 

 

 
Figure 3. Convergence curve of 6 unit system. 

 
 Table 6 shows that the MHLBCO and HLBCO algorithms performed better in finding the 
most suitable answer in the search area compared to BCO, PSO and also the proposed SA 
method. The best solutions are presented in this table. The optimum cost obtained by the 
MHLBCO is 15439.50, which compares favorably with the other results in the table. By 
comparison, in terms of time, this method was presented at the longest in 18.78 seconds which 
was achieved by using the HLBCO method, arranged in series to find the answers and selecting 
the best solution. However, Figure 3 shows the convergent speeds of the MHLBCO, HLBCO, 
BCO, PSO and SA. The SA converged to the optimum cost from 150 iterations onwards, PSO 
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converged to the optimum cost from 180 iterations onwards, BCO converged to the optimum 
cost from 270 iterations onwards, HLBCO converged to the optimum cost from 30 iterations 
onwards, whereas MHLBCO converges at less than 10 iterations. It can see that the level of the 
cost function doesn’t change too much while MHLBCO has the fastest convergence speed. 
Similarly, the cost function that achieved by the MHLBCO method was significantly better 
than those obtained by the CSA, MHSA, and DE methods (Table 7). 
 

Table 7. Results and comparison to other optimization methods evaluated in case 1 
Unit output MHLBCO CSA[29] MHSA[30] DE[31] 
P1 (MW) 451.34 447.48 446.73 448.27 
P2 (MW) 173.76 173.22 173.49 172.96 
P3 (MW) 257.61 263.38 263.76 263.44 
P4 (MW) 137.45 138.95 138.83 139.30 
P5 (MW) 163.72 165.41 165.65 165.28 
P6 (MW) 91.24 87.00 86.95 86.68 
PT (MW) 1275.12 1275.45 1275.42 1275.93 
FT ($/h) 15439.50 15443.08 15442.52 15449.58 

PLosses 12.12 12.45 12.42 12.95 
 
B. Simulation results in case 2 
 This system consists of 15 thermal power generators. All thermal power generators must 
support 2630 MW of load requirements. The results of the MHLBCO and HLBCO methods are 
compared the answer with the obtained results from BCO, PSO, and SA in terms of minimum 
generation cost and computation efficiency. This sample has a rather problematic search area 
compared to the previous example. After the proposed algorithm performance test, the results 
of the test are shown in Table 8, according to system conditions and regulations. The results of 
the MHLBCO algorithm are compared with the DEPSO [32] and KHA [33] algorithm (Table 
9). 
 

Table 8. Results of fifteen units system in case 2 
Unit output MHLBCO HLBCO BCO PSO SA 
 P1 (MW) 438.52 450.30 424.46 452.36 416.19 
 P2 (MW) 427.92 444.58 448.56 437.74 434.84 
 P3 (MW) 123.21 127.02 129.64 122.80 128.50 
 P4 (MW) 123.56 128.52 129.55 128.41 129.10 
 P5 (MW) 329.02 286.20 295.61 254.09 352.91 
 P6 (MW) 439.87 457.43 434.74 453.66 434.57 
 P7 (MW) 462.08 455.19 462.88 449.21 462.50 
 P8 (MW) 60.67 61.42 68.73 61.68 61.37 
 P9 (MW) 26.21 33.18 28.28 28.15 28.92 
 P10 (MW) 29.24 57.61 55.23 84.90 30.61 
 P11 (MW) 76.57 51.97 51.22 55.26 72.72 
 P12 (MW) 60.61 49.10 71.65 70.93 52.40 
 P13 (MW) 26.58 25.72 25.23 26.18 25.16 
 P14 (MW) 16.60 15.76 18.36 15.99 15.40 
 P15 (MW) 15.28 15.18 15.04 17.14 15.78 
PT (MW) 2655.94 2659.18 2659.18 2658.51 2660.94 
FT ($/h) 32546.05 32569.54 32572.94 32585.37 32584.24 
PLosses 25.94 29.18 29.18 28.51 30.94 
Time (s) 35.83 8.55 11.54 17.12 12.36 
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 Table 8 shows that the MHLBCO and HLBCO algorithms performed better in finding the 
most appropriate answer in the search area compared to BCO, PSO and also the proposed SA 
method. The best answer to each method is presented in this table. The lowest total cost that 
MHLBCO can give the best results is 32546.05, which compares favorably with the other 
results in the table. Figure 4 shows a comparison of the convergent speeds of MHLBCO, 
HLBCO, BCO, PSO and SA. The SA converged to the optimum cost from 280 iterations 
onwards, PSO converged to the optimum cost from 240 iterations onwards, BCO converged to 
the optimum cost from 260 iterations onwards, HLBCO converged to the optimum cost from 
140 iterations onwards, whereas MHLBCO converges at less than 6 iterations. It can be seen 
that the level of the cost function doesn’t change too much, while MHLBCO has the fastest 
convergence speed. Similarly, the cost function that achieved by the MHLBCO method was 
significantly better than those obtained by the DEPSO and KHA methods (Table 9). 

 
Figure 4. Convergence curve of 15 unit system 

 
Table 9. Results and comparison to other optimization methods evaluated in case 2 

Unit output MHLBCO DEPSO[32] KHA[33] 
P1 (MW) 438.52 450.30 424.46 
P2 (MW) 427.92 444.58 448.56 
P3 (MW) 123.21 127.02 129.64 
P4 (MW) 123.56 128.52 129.55 
P5 (MW) 329.02 286.20 295.61 
P6 (MW) 439.87 457.43 434.74 
P7 (MW) 462.08 455.19 462.88 
P8 (MW) 60.67 61.42 68.73 
P9 (MW) 26.21 33.18 28.28 
P10 (MW) 29.24 57.61 55.23 
P11 (MW) 76.57 51.97 51.22 
P12 (MW) 60.61 49.10 71.65 
P13 (MW) 26.58 25.72 25.23 
P14 (MW) 16.60 15.76 18.36 
P15 (MW) 15.28 15.18 15.04 
PT (MW) 2655.94 2659.18 2659.18 
FT ($/h) 32546.05 32569.54 32572.94 

PLosses 25.94 29.18 29.18 
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7.  Conclusion 
 The proposed algorithm introduces a new mechanism for ED problems with different case 
studies. Many more complex techniques have been added to the proposed algorithms to 
increase efficiency, such as multiple searches, adaptive searches scope, initial estimation using 
the lambda iteration and more importantly, this algorithm has been optimized by finding the 
most suitable solution by means of the BCO into MHLBCO to increase its search potential. 
Optimizing the MHLBCO through the proposed techniques and mechanisms, MHLBCO 
outperforms other recently reported algorithms. The efficiency of the algorithm that was 
presented can be evidenced in both of the ED case studies. It is obvious from the convergent 
quality of MHLBCO algorithm in two case studies, the robustness of the algorithm is proved. 
The results of tests and comparisons in a system consisting of 6 and 15 generators confirmed 
that MHLBCO outperformed the HLBCO, BCO, PSO and SA methods in terms of the lowest 
production costs, the efficiency of this algorithm was high, while the method offers stable 
convergence characteristics and good computing performance. By using the MHLBCO method, 
execution time could also be reduced. In case studies, the proposed method produced better 
results in comparison with the CSA, MHSA, DE, DEPSO and KHA methods depending on the 
test conditions that were evaluated. The numbers of the results obtained from the algorithm, 
which presented clearly show that this algorithm yields better answers. The power system 
operator can use this algorithm to guide the efficient reduction of the total cost of generator 
power generation. 
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