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Abstract: This paper present a particle filter for mobile robot localization also known as
Monte Carlo Localization (MCL) to solve the localization problem of autonomous
mobile robot. A new resampling mechanism is proposed. This new resampling
mechanism enables the particle filter to converge quicker and more robust to kidnaping
problem. This particle filter is simulated in MATLAB and also experimented physically
using a simple autonomous mobile robot built with Lego Mindstorms NXT with 3
ultrasonic sonar and RWTH Mindstorms NXT Toolbox for MATLAB to connect the
robot to MATLAB. The particle filter with the new resampling algorithm can perform
very well in thesimulation as well as in physical experiments.
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1. Introduction

In the last decade, there has been so many progress in autonomous mobile robot's
development in Indonesia. This progress is partly driven by the enthusiasms of the Indonesia
autonomous mobile robot competition (Kontes Robot Cerdas Indonesia, KRCI), held annually
in regional and national level. The winners of this competition are sponsored to compete in
international competition such as Trinity College Fire Fighting Robot Contest, and in 2011,
Indonesia’s robots won first and second rank for both wheeled and legged robot. This results
show the competitiveness of KRCI. This event is sponsored by Ministry of Education of
Indonesia. Many of this development is focused on mechanical platform development and ad
hoc algorithm to solve the mission in the competition, so the resulted algorithm is only suitable
specifically for the competition. This ad hoc algorithm is mainly developed to solve the
localization and navigation problem in the competition.

Autonomous Vehicle Research Group (AVRQG), a research groups of School of Electrical
Engineering and Informatics, Bandung Institute of Technology conducts several research in
autonomous mobile robots field. One of the research is probabilistic robotic architecture. The
motivation of this research is to provide a solid robotic framework for future research, not just
ad hoc algorithm for specific mission and situation, especially for localization and navigation
for autonomous mobile robot.

2. Probabilistic Robotic Architecture

Building autonomous robots has been a central objective of research in artificial
intelligence. Over the past decades, researchers in Al have developed a range of methodologies
for developing robotic software, ranging from model-based to purely reactive paradigms. More
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than once, the discussion on what the right way might be to program robots has been
accompanied with speculations concerning the very nature of intelligence per se, in animals
and people (Thrun, 2000).

One of these approaches, probabilistic robotics, has led to fielded systems with
unprecedented levels of autonomy and robustness. While the roots of this approach can be
traced back to the early 1960s, in recent years the probabilistic approach has become the
dominant paradigm in a wide array of robotic problems. Probabilistic algorithms have been at
the core of a series of fielded autonomous robots, exhibiting an unprecedented level of
performance and robustness in the real world. These recent successes can be attributed to at
least two developments: the availability of immense computational resources even on low-end
PCs and, more importantly, fundamental progress on the basic algorithmic and theoretical
levels(Thrun, 2000).

So what exactly is the probabilistic approach to robotics? At its core is the idea of
representing information through probability densities. In particular, probabilistic ideas can be
found in perception, i.c., the way sensor data is processed, and action, i.c., the way decisions
are made :

Probabilistic perception. Robots are inherently uncertain about the state of their
environments. Uncertainty arises from sensor limitations, noise, and the fact that most
interesting environments are - to a certain degree - unpredictable. When “guessing” a quantity
from sensor data, the probabilistic approach computes a probability distribution over what
might be the case in the world, instead of generating a single “best guess” only. As a result, a
probabilistic robot can gracefully recover from errors, handle ambiguities, and integrate sensor
data in a consistent way. Moreover, a probabilistic robot knows about its own ignorance - a key
prerequisite of truly autonomous robots.

Probabilistic control. Autonomous robots must act in the face of uncertainty - a direct
consequence of their inability to know what is the case. When making decisions, probabilistic
approaches take the robot’s uncertainty into account. Some consider only the robot’s current
uncertainty, others anticipate future uncertainty. Instead of considering the most likely
situations only (current or projected), many probabilistic approaches strive to compute a
decision-theoretic optimum, in which decision are based on all possible contingencies.

The proposed robotic architecture will consist both probabilistic perception and probabilistic
control. Here is the diagram of the architecture
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Figure 1. The proposed robotic architecture

166



A Novel Resampling Method for Particle Filter

The focus of this paper is the perception layer, which will be implemented as particle filter
localization or Monte Carlo Localization.

3. Particle Filter Localization
A. Particle Filter Concept

Throughout this paper, we consider the problem of estimating the pose X of a robot relative
to a given map m using a particle filter. The key idea of this approach is to maintain a
probability density p(x;|z;.;, Uy.;) of the pose x;of the robot at time t given all observations
z,.¢ and control inputs uq.. up to time t. This probability is calculated recursively using the
Bayesian filtering scheme (Rekleitis, 2003).

p(xelZ1e, Use) = ’7-P(Zt|xt)fp(xt|ut: Xe-1)-D(Xe—1)dxe_4 (1

Here, 1 is a normalizer that ensures that p(x;|z;.t, Uy.c) sums up to 1 over all x;. The term
p(x¢|us, x:—1) is the motion model and p(z;|x;) the sensor model, respectively.

For the implementation of the described filtering scheme, we use a sample based approach
which is commonly known as Monte Carlo localization. Monte Carlo localization is a variant
of particle filtering where a set M of weighted particles represents the current belief. Each
particle corresponds to a possible robot pose and has an assigned
weightw;. The belief update from the above equation (1) is performed according to the
following three alternating steps:

1. In the prediction step, we draw for each particle a new particle according to the motion

model p(x;|us, x;—1) given the action u;.

2. In the correction step, we integrate a new observation z,by assigning a new weight W; to
each particle according to the sensor model p(z;|x;).

3. In the resampling step, we draw a new generation of particles from M (with replacement)
such that each sample in M is selected with a probability that is proportional to its weight.

B. Particle Filter Implementation

The prediction step of the particle filter will utilize the motion model of the mobile robot
platform. This motion model is involving an odometry calculation which is proved to be quite
accurate. The correction step of the particle filter will utilize raw measurement from 3
ultrasonic sensor. This approach is quite uncommon for particle filter localization, usually
sensors with more spatial coverage is used, such as laser scanner with 180 degree of coverage
(identical with approximately 180 ultrasonic sensors). There is no option to add more sensor,
since the used platform (Lego Mindstorms) has only limited sensor port.

From several experiments conducted using standard particle filter, the localization filter is
either diverge or takes too long to converge. This standard particle filter utilize Select with
Replacement (SWR) resampling and Linear Time Resampling (LTR). The SWR and LTR
resampling algorithms are two commonly used resampling algorithm for particle filter
(Rekleitis, 2003). The particle filter utilizing LTR or SWR resampling with 3 ultrasonic sensor
will only converge if the initial state of the particles are correct (Bravo et.al, 2007), which
usually not possible in many cases.

So, in this research we try to cope the problem by modifying the particle filter. There are
two approaches taken :

e Developing new resampling method, and

e Implementing a correction step utilizing single hypothesis measurement (on heading and
position state).

This paper will only discuss the first approach.
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4. New Resampling Algorithm

From particle filter localization experiments with SWR and LTR resampling conducted

early in this experiment, for mobile robots that has only 3 ultrasonic sensor, we found several
problems :

Initial state of the robot has to be known prior to particle filtering. Fail to fulfil this
requirement will result in state divergence.

There is steady state error which is sometimes not consistent. The running time of the
particle filter does not guarantee that the steady state error will be reduced.

The particle filter needs very long time to survive from robot kidnaping problem, and
sometimes does not survive at all. Robot kidnaping problem is a special situation when a
robot is moved from its current position, intentionally or unintentionally.

Figure 2. (a) on the left is the result of particle filter experiment with correct position state
initialization (b) on the right is the result of particle filter experiments with random position

initialization (using LTR resampling)

There are several problem related to resampling algorithm that has been identified as source

of theseproblems :

Particles are only duplicated from the previous step, this is suspected to cause the steady
state error, because the particles with large weight are not changed

There is no systematic mechanism to acquire new particles which has the potentials to help
in robot kidnaping problem.

Based on those identified problems, a new resampling algorithm for particle filter is

proposed. The basic idea of this new resampling algorithms is that in each resampling step, a
new set of particles are always drawn from the distribution, so there are no exactly the same
particles. This approach is expected to solve the steady state error problem. There are two rules
of this new resampling algorithm :

Pnumber of the new particles are drawn around the old particles with the highest particle
weight. The number of the new particles is proportional with the weight of the old particles.
One way to do this is to normalize the weight of the old particles by multiply the weight
with particles number. The state value of the new particles are not exactly the same as the
old particles state, but close. This approach is to solve the steady state error problem.

The rest of the 100%-P new particles are drawn randomly with uniform distribution from
the robot’s configuration space. This approach is expected to solve the robot kidnaping
problem.

We have to choose P, and from the experiment, P equals to 90% of total particles

population gives a very good result. Here the new resampling algorithm is presented (W is an
array which contains the weight of the particles, X is an array which contains the state of each
particles, and the outputs of this algorithms are W_new and X_new).
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Table 1
New Resampling Algorithms

Require XL, W; = 1

{ resamplingof P = 90% new particles around old particles with largest weight }
[W_descldx] = sort(round(partikels_weight*N), 'descend");

W _desc =W _desc * N; { normalized to total particle count }

i=1;

=L

N10=N/10; { I-P = 10% of population }

while (i <= (N-N10)) && (j <=N)

fork=1to W_desc(j)

X new(i) = draw new state around old state X(j);
{ X_new(i) = X(j) + small random noise }
W_new(i) = W(Idx(j));

i=i+1;

if i > (N-N10)
break; { 90% of particle population }
end
end;
=it
end

{ add 10% of particles, uniformly distributed }

for i=(N-N10+1) to N

X new(i) = draw new random particle from config space;
W _new(i) = I/N;

end

W _new =W _new / sum(W_new); { weight normalization}

return [W_newX new];
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5. Experiment Platform
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Figure 3. Architecture of experiment platform
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The experiment platform for this research is built using LEGO Mindstorms NXT. LEGO
Mindstorms NXT is a modular low cost hobby-educational robotic platform. The main reason
of this selection is low cost, simplicity, and modularity of this platform. There are 3 kind of
sensors used in this platform for this research :

e 3 ultrasonic range sensors for raw range measurement. This sensor is arranged to face left,
forward and right direction, with exactly 90 degrees angular gap between them. The main
purpose of these 3 ultrasonic is for correction step in the particle filter

e Compass sensor for heading measurement. This sensor is placed in far top position, to
avoid any interference from motor actuator.

e CMOS color camera with wireless analog transmitter for vision sensing. This sensor is
placed in front of the robot facing forward.

The actuator used in this are two servo motors with differential drive configuration.

For controlling the mobile robot, RWTH Mindstorms NXT Toolbox is utilized. This
software toolbox enables us to control the LEGO Mindstorms NXT from MATLAB
environtment running on PC. PC running MATLAB and the toolbox can communicate to the
LEGO Mindstorms NXT using bluetooth wireless connection, with 115200 baud rate
connection speed. By using MATLAB in conjunction with RWTH Mindstorms NXT Toolbox
and bluetooth wireless connection to control the robot, the robot can move freely in real time
manners while complex algorithm can be developed using PC along with many MATLAB
readily available functions and toolboxes.
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Figure 4. RWTH Mindstorms NXT Toolbox architecture

Beside MATLAB and RWTH Mindstorms NXT Toolbox there is another software running
on the PC for computer vision functionality. This software is utilizing ARToolkit library, an
augmented library to identify augmented reality tag. This library is usually used for augmented
reality purpose in game and education application. But in this research this library is used for
landmark identification and positioning in an improved environment for autonomous mobile
robot research. By using augmented reality visual tag, landmark identification and positioning
can be done in efficient and quick manner. This ARToolkit library is developed by Hirokazu
Kato from Human Interface Technology Laboratory (HITLAB), University of Washington. In
future research this mechanism can be replaced by more general purpose computer vision
algorithm for landmark identification such as SIFT or SURF algorithm. The compass and
landmark identification will be used for single hypothesis measurement in particles correction
step (flexible particle concept). This approach is not presented in this paper.
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Figure 6. Experimentenvironment with augmented reality tags as landmarks
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Figure 7. Graphical user interface of the robot platform

6. Experiments and analysis

In the first experiment of this research, three resampling algorithms of particles filter are
tested : LTR resampling, SWR resampling and new resampling proposed in this paper. In this
research a particle filter for localization is used for testing purpose. In this particle filter, beside
3 ultrasonic range finder for raw measurement, the compass sensor is also used to bound the
heading error (this will be discussed in future paper). CMOS Camera for vision is not used in
this experiment. In this experiment the robot mission is just wandering around in the operating
environment with reactive obstacle avoidance, and the particle filter is used to localize the
robots. Three experiments are conducted with each resampling algorithm. The exact ground
truth position of the robots are measured and will be compared with the position estimation
resulted from the particle filter. The norm used for comparison between three resampling
algorithms is Euclideandistance between ground truth position and estimated position. Certain
number of steps are chose to represent the transient and steady state condition.
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The graphic below illustrate the comparison between three resampling algorithms
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Figure 8. Error comparison between three resampling algorithms

From the above graphics, it can be seen that the particle filter with new resampling
algorithms has a better error correction trend compared to particle filter with SWR or LTR
resampling algorithms. The particle filter with new resampling algorithms reach the steady
state condition after around 60 steps and the position error is less than 5 cm. This new
resampling algorithms give significant performance enhancement compared to the commonly
used resampling algorithms.

In the second experiment of this research, the performance of the new resampling
algorithms and SWR resampling algorithms are compared in robot kidnaping situation. LTR
resampling algorithms is not tested in this experiment, because it performs significantly worse
that SWR resampling algorithms. In this experiment, the particle filter localization has to be
considerably responsive to new estimation convergence after the robot is suddenly moved to
new random location. The same as the previous experiment, Euclidean distance between
ground truth position and estimated position is used as performance indicator.
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The graphic below illustrates the comparison between two resampling algorithms
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Figure 9. Error comparison between new resampling algorithms and SWR resampling
algorithms in robot kidnaping situation

From the above graphics, it can be seen that the new resampling algorithms enable the
particle filter to recover more quickly in robot kidnaping situation in the 150" step. In less than
15 filtering stepafter the kidnaping, the particle filter with new resampling algorithms can
already be able to reduce the error to less than 20 cm, and at the 60™ step it has already been
able to reach steady state condition with less than 5 cm steady state error. Meanwhile the
particle filter with SWR resampling algorithms has tendency to converge, but the transient
condition is significantly longer than the particle filter with new resampling algorithms. In this
experiment it can be seen that the particle filter with new resampling algorithms performs
much better than the particle filter with SWR resampling algorithms.

7. Conclusions

In this paper, a new resampling algorithm for particle filter localization is proposed. The
basic ideas of the new resampling algorithms are : (1) the new samples are drawn around the
old particles with highest weight. The number of new particles is proportional with the weight.
(2) The states of the new particles are not just duplicated from the states of the old particle but,
drawn near the states of the old particle, so the new particles are slightly different from the old
particle. (3) certain amount of new particles are drawn randomly with uniform distribution
from the robot’s configuration space to accommodate kidnaping situation. A robotic

175



Widyawardana Adiprawita, et al.

experiment platform is also built using LEGO Mindstorms NXT, and to enable the flexibility
of programming using MATLAB, RWTH Mindstorms NXT Toolbox and bluetooth wireless
communication between PC and LEGO Mindstorms NXT is used. This scheme enables high
flexibility of autonomous mobile robot programming using MATLAB.

Two experiments are conducted to test the performance of the new resampling algorithms
compared to other commonly used resampling algorithms in particle filter, i.e. SWR and LTE
resampling algorithms. The first experiment is only localization mission with reactive obstacle
avoidance. The second experiment is the same with the first but with added robot kidnaping
situation. From both experiments, it can be concluded that the new resampling algorithms
performs much better for robot with 3 ultrasonic range finder.
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