A New Approach for Real-time Iris Liveness Detection Based on Eye Movement’s Features
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Abstract: This research introduces a new approach for iris liveness detection based on eye movement’s features. Given 50 valid eye frames from real-time video stream, this research identify them as the images that were taken whether directly from humans’ eyes or not. Our method ensures the selected images for further processing are eye ones without user’s cooperation during the sampling process. In addition, it also controls the application timeout by identifying either fake iris or low quality eye images. In my study, this Research used two features to model eye movements: (1) the width/height ratio of the eye outline and (2) the distance from the pupil center to the eye centroid. In order to model the acquired data distribution, this research used a bag of two-component Gaussian Mixing Models (GMMs). The class label of the acquired data depends on the GMMs which it belongs. The average accuracy of my proposed method on my and IriTech, Inc.’s databases was 94.704% and 100%, respectively. This result indicated that my method can make real-time iris-based systems work automatically with high security.
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1. Introduction

Now days, with the development trend of smart portable devices, not only can this research manage our private information such as banking accounts, but also our business just by a small device, e.g., a tablet, a phablet or a smartphone. As a result, this research need a higher security level technique. Additionally, the traditional security methods such as password, PIN or card technology are not the best selection to protect our information. One of many reasons is that it is not comfortable because users have to remember their password strings or carry cards, keys while they usually own more than one account. Therefore, biometrics authentication with high security level are getting popular and will be a useful replacement for privacy protection [1]. Besides, iris-based security system significantly shows the outstanding advantages: unique, stable, flexible, reliable, and noninvasive [2].

Unfortunately, as other forms of biometrics authentications, there are many ways to attack iris identification system, by means of printed iris image, artificial eyeball, “eye movie” or even a complex counterfeit way using contact lens [3]. According to [4], with the simple tool such as printed iris image, the successful authentication rate can be greater than 50%. As a result, this requires the development of fake iris detection to prevent unauthorized uses.

There are two basic approaches in this research area: hardware-based and software-based [5]. Regarding the first one, its performance and accuracy gave the impressive results in [6], [7], [8], and [9]. However, software-based approach is a promising long-term development based on available technical equipment [5] and easier to apply to portable devices. One of the problems in this research branch is how to establish good features to separate between fake and liveness irises. Recently, the research community has paid more attention in the reflectance of human’s pupil when luminous intensity is changed, which is used in [3], [10], [11], [12], [13], and [14]. However, with a stable sampling environment and a nonflash iris camera, the luminous intensity variation converges to zero, that is, pupil’s size is not changed during the sampling process. Besides, Chen et al. introduced a method using minutiae points in conjunctival vessels and the
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entropy ratio of iris textures [15]. Because this technique requires good quality and high-resolution images, high technology in iris cameras is needed.

Based on image, Javier Galbally [27] used private database to detect iris liveness on image by classify fake or real iris, the highest accuracy is 24.00% without running time. Adam Czajka [37] presented his method to iris liveness detection by modeling dynamic pupil features, his method spend 200ms for an image; after that he survey some methods to classify fake or real iris on image [28]. Rohit Agarwal [29] have given the highest accuracy is 99.1% for iris liveness detection by enhanced binary hexagonal extrema pattern descriptor of image. Niladri B. Puhan [30], André Anjos [31], Yang Hu [33] suggested some new ideas, but they didn’t the result and performance. Federico Pala [34] compared results on GPU and CPU is 5.2ms on a single GPU and 14ms on the CPU. The average classification error is from 0% to 17.2%. Ana F.Sequeira [38] combined private and public data to experimented, the associated error is 13.2 – 43.6. Gabriela Yukari Kimura used CNN hyper-parameter tuning then the error rates depends parameters from 0 to 49.85% [36].

Based on video, Kiran B. Raja and Et al [35] applied private database to their method. The average classification error rate is 0% after 11frames. Diego Gragnaniello [32] used local descriptors to classify fake or real iris on private database. The running time is from 0.2ms to 256ms for a frame.

In this paper, this research introduce a new method for iris liveness detection using a new feature: eye movements, which is a basic characteristic of liveness eyes. According to the biological studies about eye movements in [16] and [17], this research blink about 15-20 times and make greater than or equal to 40 saccades per minute. Therefore, by tracking eyelids and pupil, this research detect eye movements via the width/height ratio of the eye outline and the distance from the pupil center to the eye centroid. Our proposed method uses 50 valid eye images from the video stream in order to measure eye movement rate and make decision based on this parameter. Moreover, this research can select the most informative iris image from the captured images using our previous research [18]. Then, this research use a bag of two-component Gaussian Mixing Models (GMMs) to model the acquired features distribution. The class label of the acquired data depends on the GMMs which it belongs to. In my experiment, this research construct a database with the Irishield MK 2120U iris scanner for training and testing purposes. In addition, this research evaluate my method on the IriTech, Inc.’s database. The average accuracy of my proposed method on my and the IriTech, Inc.’s databases is 94.704% and 100%, respectively.

2. Methodology

Our proposed method is described as Flowchart 1. In order to build a system that works automatically without user’s cooperation, in the first process, this research ensure that the
selected images for further processing are eye ones using correlation template matching method (CTMM). Furthermore, this process controls my application timeout by identifying fake iris images whose the quality is not good enough. Given the valid eye images from the process 1, this research introduce a technique to detect eye movements via the width/height ratio of the eye outline and the distance from the pupil center to the eye centroid. Finally, this research use GMMs to classify the acquired data.

A. Eye Existence Verification

In our previous research [18], this research used Haar cascade classifier in order to detect eye in an image since this research dealt with the acquired data from liveness eye only. The advantages of this approach are high accuracy and speed in case the quality of input images are good. On the other hand, the true detection rate of this method is low with poor quality images, which can cause errors in my next processing steps. In this research, the aim is to detect authentication attacks using good as well as poor quality images; hence, this method cannot meet our demand.

In this study, this research use CTMM to locate eye in an image. Given true eye images \( T^1, T^2, \ldots, T^N \in \mathbb{R}^{h \times w} \), this research generate a valid eye template using (1),

\[
T_t(x, y) = \min \left\{ \frac{\sum_{i=1}^{N} T^i(x, y)}{N}, 255 \right\}.
\]

where \( T^i(x, y) \) and \( T^i(x, y) \) are the intensities of the pixel at \( (x, y) \) in \( T^i \) and \( T^i \), respectively. Similarly, this research apply (1) to create eye template \( T_f \) in order to reject invalid eye in an image. Figure 1 shows the valid eye templates this research use in this research. In addition, this research use invalid eye templates in Figure 2 to reject unaccepted eye in an image.

![Figure 1. Valid eye templates.](image1)

(a) Normal-size right eye \( T^1_t \). (b) Normal-size left eye \( T^2_t \).

(c) Small-size right eye \( T^3_t \). (d) Small-size left eye \( T^4_t \).

![Figure 2. Invalid eye templates.](image2)

(a) Invalid normal-size right eye \( T^1_f \). (b) Invalid normal-size left eye \( T^2_f \).

(c) Invalid small-size right eye \( T^3_f \). (d) Invalid small-size left eye \( T^4_f \).
Let $I \in \mathbb{N}^{240 \times 320}$ be an input image, this research establish function $h$ in order to detect eye in an image and estimate its location,

$$h: \{Z^{13 \times 23}, Z^{24 \times 32}\} \rightarrow \{(R, Z, Z)\}$$

(1)

where $c^{s,t} \in [-1,1]$ is the correlation between $T^s_i \left(x^{s,t}_0, y^{s,t}_0\right)$ and $I \left(x^{s,t}_0, y^{s,t}_0\right)$ which is calculated by (2) [19],

$$c^{s,t} = \frac{\sum_{s',s'} T^s_i \left(x', y'\right) I \left(x^{s,s'}_0 + x', y^{s,s'}_0 + y'\right)}{\sqrt{\sum_{s',s'} T^s_i \left(x', y'\right) \sum_{s',s'} I \left(x^{s,s'}_0 + x', y^{s,s'}_0 + y'\right)^2}}.$$

(2)

Since our template database consists of invalid eye images, this research construct (3) and (4) to figure out whether the detected object is valid or not for further processing

$$i_0 = \begin{cases} i & \text{if } \arg\max_s \{c^{s,i}\} = t, \quad i = 1, 2, 3, 4. \\ i + 4 & \text{otherwise} \end{cases}$$

(3)

and

$$I \text{ is a(n)} \begin{cases} \text{valid eye image} & \text{if } i_0 \leq 4 \text{ and } t_c \leq c^{s,t}_i. \\ \text{invalid eye image} & \text{otherwise} \end{cases}$$

(4)

where the correlation threshold $t_c = 0.939$. Note that $T^s_i$ and $I$ are $\frac{1}{10}$ times the size of the original $T^s_i$ and $I$, respectively. This research resize these images before feeding them into $h$ to decrease computational complexity. Figure 3 presents the results of CTMM in eye detection with regard to liveness and printed eye images.

![Eye detection using CTMM with regard to liveness and printed eye images.](image)

Figure 3. Eye detection using CTMM with regard to liveness and printed eye images.

**B. Eye Tracking**

Generally, pixel intensities of the pupil are the smallest in an eye image. Thus, performing pupil tracking and using the computed parameters in eyelids tracking is more common. However, without any assumptions, this approach will fail in these cases: (1) image with closed eye or (2) pupil image influenced by hair or eyelashes. From this point of view, in this research, our method performs eyelids tracking first.

**1. Upper and Lower Eyelid Limits Estimation**

Suppose $y^u, y^l, x^l, x^r$ are the upper, lower, left, and right limits of the eye calculated by CTMM, respectively. In this step, this research recalculate $y^u$ and $y^l$ to make them approach the better outcomes $\hat{y}^u$ and $\hat{y}^l$. In order to enhance horizontal lines in an eye image, including upper and lower eyelids boundaries, this research apply rank filter [20] with $M = 19$, $k = 2$ and
Canny algorithm with the low threshold \( t_l = 50 \) and the high threshold \( t_h = 100 \) [21] (Figure 4).

Mathematically, an eye image is a matrix (5)

\[
I = \begin{bmatrix}
i_{1,1} & \cdots & i_{1,320} \\
\vdots & \ddots & \vdots \\
i_{240,1} & \cdots & i_{240,320}
\end{bmatrix}.
\]  

(5)

with \( i_{k,h} \in \{0,1,\ldots,255\}, \ k = 1,240 \) and \( h = 1,320 \). This research define function \( \phi \) as (6).

\[
\phi(i) = \begin{cases} 
1 & \text{if } i = 0 \\
0 & \text{otherwise}, \forall i = 0,255 
\end{cases}
\]  

(6)

In addition, this research construct function \( V(x,y) \) in (7) to estimate the number of neighbors of the pixel \((x,y)\) who’s the intensity are equal to zero,

\[
V(x,y) = \sum_{k=x-3}^{x+3} \sum_{y=y-2}^{y+2} \phi(i_{k,h}).
\]  

(7)

where \( i_{k,h} \) is the intensity of the pixel \((h,k)\). Let compute \( X \) by (8). The better outcome \( y'_t \) of \( y_t \) can be calculated by (9) and this research recalculate \( y'_b \) of \( y_b \) using (9).

\[
X = x_t + \frac{x_r - x_l}{2}.
\]  

(8)

\[
y'_t = \arg\max_y V(X,y), y = y_t - 15, y + \frac{(y_b - y_t)}{5}.
\]  

(9)

2). Pupil Existence Verification

According to Kobayashi et al. [22], the human width/height ratio of the eye outline is less than or equal to \( t_p \approx 2.8 \). However, based on my experiments, this research set \( t_p \) to 2.500 since this research deal with opened eye images only. Let \( I \) be an eye image with corresponding parameters \( y_t, y_b, x_t, \) and \( x_r \). \( I \) is a valid eye image, i.e., image with opened eye if and only if \( I \)'s parameters satisfy (10).

\[
\frac{x_r - x_l}{y_b - y_t} \leq t_p.
\]  

(10)

3). Pupil Estimation

In our previous research [18], in order to denoise a valid eye image, this research use median filter with kernel’s size \( 25 \times 25 \) (Figure 5). Figure. 6a demonstrates the filtered image after
binarizing with threshold $t_b = 240$. In addition, this research introduced rhombus method to remove the remaining noise(s) in a pupil image. this research defined dataset $\mathbf{R}$ as (11).

$$
\mathbf{R} = \{ I(x, y) : x_i \leq x \leq r_i, y_i \leq y \leq y_b \}.
$$

Let $\mathbf{D}$ be a rhombus inscribed in $\mathbf{R}$ (Figure. 6b). This research construct the dataset $\mathcal{D} = \mathbf{R} \setminus \mathbf{D}$ to remove noise(s) outside the rhombus $\mathbf{D}$. This method denoises eye image without affecting pupil area because the shapes of rhombus $\mathbf{D}$ and the eyelids are similar. This research define $\mathbf{D}_1$ and $\mathbf{D}_2$ as two of $\mathbf{D}$’s vertices (Figure. 6c) and their coordinates are calculated by (12) and (13).

$$
(x_{D_1}, y_{D_1}) = \left( x_i, y_i + \frac{y_b - y_1}{2} \right).
$$

$$
(x_{D_2}, y_{D_2}) = \left( x_i + \frac{x_r - x_l}{2}, y_b \right).
$$

Then $p_1 = \frac{y_{D_1} - y_{D_2}}{x_{D_1} - x_{D_2}}$ and $p_2 = y_{D_1} - p_1 x_{D_1}$ are the slope and the other parameter of the line equation $y = p_1 x + p_2$ respectively given $\mathbf{D}_1$ and $\mathbf{D}_2$. Recall $\mathcal{D} = \mathbf{R} \setminus \mathbf{D}$ as the set of data points outside the rhombus $\mathbf{D}$. This research constructed this set using (14).

$$
\mathcal{D} = \bigcup_{i=1}^{4} \mathbf{D}_i.
$$

Where

$$
\mathbf{D}_1 = \{(i, j)\},
$$

$$
\mathbf{D}_2 = \{(i, x_r - (j - x_l))\},
$$

$$
\mathbf{D}_3 = \{(y_i + y_b - i, j)\},
$$

$$
\mathbf{D}_4 = \{(y_i + y_b - i, x_r - (j - x_l))\},
$$

where $i = y_{D_1}, y_{D_2}, j = x_i, k$ and $k = (i - p_2) / p_1$.

![Figure 5. Median filter.](image)
By setting all the pixels $p \in D$ to the background intensity, this research eliminate all noises outside domain $D$ as Figure. 6d. Finally, let $C = \{C_i\}_{i=1}^n$ be a set of $n$ connected zero-value components in the processed image, the pupil region $P$ is selected by (16).

$$P = \arg\min_{C_i \in C} \{ \| p_x - p_{C_i} \| \}.$$  \hspace{1cm} (16)

where $p_x = \left( X, \frac{x_r - x_l}{2} \right)$ and $p_{C_i}$ is the $C_i$ centroid. Then this research calculate the radius $r$ of the pupil using (17). Thus the coordinates $(x_0, y_0)$ of the pupil centroid is computed by (18).

$$r = \frac{1}{2} \max \{ w_p, h_p \}.$$ \hspace{1cm} (17)

where

$$p_x = \min \{ x : (x,y) \in P \}, p_r = \max \{ x : (x,y) \in P \},$$

$$p_y = \min \{ y : (x,y) \in P \}, p_b = \max \{ y : (x,y) \in P \},$$

$$w_p = p_r - p_l,$$

$$h_p = p_b - p_l,$$

$$(x_0, y_0) = \left( p_l + \frac{p_r - p_l}{2}, p_l + \frac{p_b - p_l}{2} \right).$$ \hspace{1cm} (18)

4). Pupil Recalculation

In the Pupil Estimation section, this research introduced a technique to approximate pupil’s size and location. Because of using median filter in image denoising, some pixels in the actual pupil border are lost. Hence, it is worthwhile to improve the estimated pupil radius in (17). In this section, this research propose a method to recalculate this parameter using rank filter and Canny algorithm.

Given $(x_0, y_0)$ in (18) and $r$ in (17), this research discover four actual pupil limits $T(x_T, y_T)$, $B(x_B, y_B)$, $L(x_L, y_L)$, and $R(x_R, y_R)$ as shown in Figure. 7. In order to locate $T$ and $B$, this
research apply horizontal rank filter and Canny algorithm (see Figure. 8) to the original eye image. Let \( T_0 \left( x_0^0, y_0^0 \right) \) and \( B_0 \left( x_0^0, y_0^0 \right) \) be the initial points of \( T \) and \( B \) respectively, then
\[
\begin{align*}
    x_0^0 &= x_0, \\ y_0^0 &= y_0 - r, \\ x_0^0 &= x_0, \\ y_0^0 &= y_0 + r .
\end{align*}
\] (19)

Figure 7. The actual pupil limits: \( T, B, L, \) and \( R \). Note that object (1) and object (2) are the actual and the estimated pupils, respectively.

Assume \( I_h = \{I_h(i,j)\} \) to be the horizontal-rank filtered image in Figure. 8, where \( I_h(i,j) \) is the intensity of the pixel \((i,j)\). This research define the set of possible points \( C_T \) which is related to \( T \) by (20).
\[
\begin{align*}
    C_T^1 &= \{y_T : I_h \left( x_0^0, y_T \right) = 0, I_h \left( x_0^0, y_T - 1 \right) = 255 \}, \\
    C_T^2 &= \{y_T^0, y_T^0 - 1, \ldots, y_T^0 - e_T \}, \\
    C_T &= C_T^1 \cap C_T^2 .
\end{align*}
\] (20)  
where \( e_T = 7.000 \) is the maximum different value between \( y_T^0 \) and \( y_T \). Then, this research calculate \( y_T \) using (21) and let \( C_B, C_L, \) and \( C_R \) be the candidate sets related to \( B, L, \) and \( R \) points respectively (22)
\[
\begin{align*}
    y_T &= \max \{C_T \} .
\end{align*}
\] (21)  
\[
\begin{align*}
    C_B^1 &= \{y_B : I_h \left( x_B^0, y_B \right) = 0, I_h \left( x_B^0, y_B + 1 \right) = 255 \}, \\
    C_B^2 &= \{y_B^0, y_B^0 + 1, \ldots, y_B^0 + e_B \}, \\
    C_B &= C_B^1 \cap C_B^2 , \\
    C_L^1 &= \{x_L : I_v \left( x_L, y_L^0 \right) = 0, I_v \left( x_L - 1, y_L \right) = 255 \}, \\
    C_L^2 &= \{x_L^0, x_L^0 - 1, \ldots, x_L^0 - e_L \}, \\
    C_L &= C_L^1 \cap C_L^2 , \\
    C_R^1 &= \{x_R : I_v \left( x_R, y_R^0 \right) = 0, I_v \left( x_R + 1, y_R \right) = 255 \}, \\
    C_R^2 &= \{x_R^0, x_R^0 + 1, \ldots, x_R^0 + e_L \}, \\
    C_R &= C_R^1 \cap C_R^2 .
\end{align*}
\] (22)  
where \( I_v \) is the vertical-rank filtered image in Figure. 9, \( e_B = e_L = e_R = 7.000 \) are the maximum differences between \( y_B^0 \) and \( y_B, y_B^0 \) and \( y_B, x_L, x_L^0 \) and \( x_L, x_R, x_R^0 \), and \( x_R \) are recalculated by (23). This research adjust the pupil centroid and radius using (24). Also, Figure. 10 shows my result in pupil recalculation. Those are mentioned as follows.
\begin{equation}
y_b = \min \{ C_b \},
x_L = \max \{ C_L \},
x_R = \min \{ C_R \}.
\end{equation}
\begin{equation}
x_0 = x_L + \frac{x_R + x_L}{2},
y_0 = y_R + \frac{y_R - y_L}{2},
r = \frac{1}{2} \max \{ x_R - x_L, y_R - y_L \}.
\end{equation}

5). Eyelids Segmentation

In this section, this research introduce a new method for eyelids segmentation based on Euclidean distance. Given an eye image after applying rank filter with $M = 19$, $k = 2$ and Canny algorithm with low threshold $t_l = 50$ and high threshold $t_h = 60$, this research eliminate all the pupil pixels using $x_0$, $y_0$, and $r$ in the Pupil Recalculation section as shown in Figure 11. Instead of calculating new two means of the data points, my technique uses two fixed centroids $P_L(X, y_L)$ and $P_R(X, y_R)$ in Upper and Lower Eyelid Limits Estimation section.
Let \( E = 0.867 \) be the affected parameter of \( P_t \) and \( P_b \) toward the eyelids data points (Figure. 12). Suppose \( U \) and \( L \) are the upper and lower eyelids clusters, this research partition each eyelid data point \( x \) using (25). Figure. 13 shows our eyelids segmentation result.

\[
x \in \begin{cases} 
U & \text{if } E \|x - P_t\| < \|x - P_b\| \\
L & \text{otherwise} 
\end{cases}
\]

(25)

6). Eyelids Parabola Fitting

With \( P_t \), \( P_b \), and two datasets \( U \) and \( L \), this research find parameters for the parabola model by (26) to modelize eyelids in an eye image.

\[
y = \frac{1}{4p}(x - h)^2 + k.
\]

(26)

where \( p \) and \((h, k)\) are focal length and vertex location (Figure. 14). In case of upper eyelid parabola modelization, based on my experiments (27). This research define \( \delta = 10 \) and \( \delta' = 5 \) as the parameters to control the region of interest in looking for \( h \) and \( k \). In order to evaluate the selected parameters \( q \), \( h \), and \( k \), this research calculate the sum of the squared error (28) between the eyelid actual data points and the respective ones which are measured by parabola equation with particular \( q \), \( h \), and \( k \).

a. Upper eyelid.

b. Lower eyelid.

Figure 13. Eyelids location.
where $|U|$ represents the number of elements in $U$, $y'_i = q(x_i - h)^2 + k$ given specific $q$, $h$, and $k$; and $(y_i, x_i)$ is one of the data points in $U$. Thus (28) measures the sum of the squares of differences between the estimated value $y'_i$ and the actual value $y_i$ with respect to $x_i$. Then the most optimal $q$, $h$, and $k$ are selected by (29). Regarding lower eyelid model is (30).

$$(q,h,k) = \arg\min_{(q,h,k)} \text{SSE}(q,h,k,U).$$

(29)

$$q' = \frac{1}{4p'} \in \{0.002, -0.0025\}.$$  

(30)

It is the focal length candidates. The differences between $q$ in (27) and $q'$ in (30) indicates the effect of $P_l$ and $P_b$ on the eyelid data points which was mentioned in Eyelids Segmentation section.

By a similar way, to define candidate sets of $h'$ and $k'$, this research use $\hat{o} = 10$ for the former and $\hat{o}' = 5$ for the latter (31), then SSE is (32).

$$h' \in \{h_0 \in \mathbb{Z} : X - \hat{o} \leq h_0 \leq X + \hat{o}\},$$

$$k' \in \{k_0 \in \mathbb{Z} : y_b - \hat{o}' \leq k_0 \leq y_b + \hat{o}'\}. $$

(31)

$$\text{SSE}(q',h',k',L) = \sum_{i=1}^{U'} (y'_i - y_i)^2.$$  

(32)

where $y'_i = q'(x_i - h')^2 + k'$. Then this research use (33) to choose the parameters $q'$, $h'$, and $k'$ for the lower parabola. Figure 15 is our eyelids modelization result.

$$(q',h',k') = \arg\min_{(q',h',k')} \text{SSE}(q',h',k',L).$$

(33)

**Figure 14. The parabola.**

$q = \frac{1}{4p} \in \{0.0055, 0.0060, 0.0065, 0.0070\}$,

$h \in \{h_0 \in \mathbb{Z} : X - \hat{o} \leq h_0 \leq X + \hat{o}\},$

$k \in \{k_0 \in \mathbb{Z} : y - \hat{o}' \leq k_0 \leq y + \hat{o}'\}.$  

(27)

$$\text{SSE}(q,h,k,U) = \sum_{i=1}^{U} (y'_i - y_i)^2.$$  

(28)
C. Iris Liveness Detection

Usually, this research blink about 15-20 times \[16\] and make greater than or equal to 40 saccades \[17\] per minute. In my study, this research use two features to indicate eye movements: (1) the width/height ratio of the eye outline and (2) the distance from the pupil center to the eye centroid. Based on experiments, this research collect 50 valid eye images for classification, which ensures eye movement(s) will take place during the sampling process.

1). The Width/Height Ratio of The Eye Outline
Given \(q, h, k, q', h'\), and \(k'\) calculated in Eyelids Parabola Fitting section, this research estimate the width/height ratio of the eye outline \(w/h\) for each valid eye image as shown in Figure. 16. Thus our feature subset for iris liveness detection is \(v' = \left( \frac{w_1}{h_1}, \frac{w_2}{h_2}, \ldots, \frac{w_{50}}{h_{50}} \right)\).

![Figure 16. The eye outline parameters.](image1)

2). The Distance from the Pupil Center to the Eye Centroid
This research have greater than or equal to 40 saccades per minute \[17\]. Therefore, pupil movement is one of the most important features for iris liveness detection in my method. This research measure this attribute via the distance between the pupil center and the eye centroid (Figure. 17). Recall \(v'\) as our feature subset of eyelids variation, then the feature vector in my proposed method is \(v = \left( d_1, d_2, \ldots, d_{50}, \frac{w_1}{h_1}, \frac{w_2}{h_2}, \ldots, \frac{w_{50}}{h_{50}} \right)\) where \(d_i = \|p_i - e_i\|\), \(i = 1, 50\),

\(p_i = (x'_i, y'_i)\), and \(e_i = \left( A', y'_i + \frac{y'_i - y'_j}{2} \right)\) are the \(i\)th pupil and eye centers, respectively.

3). Iris Liveness Detection Using Gaussian Mixing Model
Given a Gaussian Mixing Model of two Gaussian components as (34). This research use the 1st Gaussian parameters \(\theta_1 = (\mu_1, \Sigma_1)\) and the 2nd ones \(\theta_2 = (\mu_2, \Sigma_2)\) to model liveness eye and fake eye data distributions, respectively. In order to classify a new instance \(v^{\text{new}}\), this research use (35).

\[
f(v; \phi) = w_1 N(v; \mu_1, \Sigma_1) + w_2 N(v; \mu_2, \Sigma_2).
\]

\[
\text{class}_{\text{new}} = \arg\max_{c \in \{1, 2\}} \left\{ L\left(v^{\text{new}}, \theta_c\right) \right\}.
\]

where \(L\left(v^{\text{new}}, \theta_c\right)\) is the likelihood of a set of parameters \(\theta_c\) given an instance \(v^{\text{new}}\).
4). Bagging

Bagging is a simple ensemble method for classification improvement by combining unstable classifiers [23]. This technique works well for small datasets by repeatedly randomly resampling the training data to generate bootstrap samples. Each bootstrap sample will on average contain 63.2% of the original training set, and the rest are replicates [24]. Note that this research divide our data into training set and testing set in the ratio 7:3.

3. Experiment and Results

A. Database

This research store class labels, pupil movement and eyelids variation data of 244 samples using LIBSVM format [25], table 1. The number of liveness eye instances is 114 and the rest is fake eye ones. To generate a fake eye dataset, this research develop a program that uses a liveness eye digital image without post-processing to create others images using affine transformations including translation, scale, and rotation randomly as shown in Figure. 18. And, IriTech, Inc. provided us 10 fake eye image sets for testing purpose only (Figure 19).

<table>
<thead>
<tr>
<th>Column Name</th>
<th>Label</th>
<th>(d_i) (i = 1, 50)</th>
<th>(\frac{w_i}{h_i}) (i = 1, 50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>1: liveness</td>
<td>(&lt;id_1:val_1&gt;)</td>
<td>(&lt;id_{100}:val_{100}&gt;)</td>
</tr>
<tr>
<td></td>
<td>0: fake</td>
<td>0</td>
<td>100:0.41704</td>
</tr>
<tr>
<td>Example</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1:0.032887</td>
<td>100:0.391304</td>
</tr>
</tbody>
</table>

\(a d_i, i = 1, 50\) is the distance between the pupil center and the eye centroid in the ith frame.

\(b \frac{w_i}{h_i}, i = 1, 50\) is the width/height ratio of the ith eye outline.

\(id_i = index i, val_i = value i\) for all \(i = 1, 100\).

B. Experiment and Results

Let \(D\) be our database. Then this research divide it into training set \(T^r\) and testing set \(T^e\) in the ratio 7:3 randomly. Using bootstrap aggregation, this research generate 14,000 bootstrap samples \(T^{r,i}, i = 1, 14000\) from \(T^r\) to train 14,000 GMMs, respectively. After evaluating all of these GMMs using \(T^e\), this research select 18 GMMs whose the accuracy are greater than or equal to 0.800. Then this research pick the best combination of seven GMMs as shown in figure. 20. Although the accuracy of the best combination of five GMMs and seven GMMs are the same, according to [23], there are more unstable classifiers required for such classification problem. On one core of an Intel(R) Core(TM) i5-2520M processor, our Windows-based C++/CL this research application (Figure. 21) with OpenCV 2.4.6 [26] takes approximately 7.991 seconds to finish executing. This process includes eye tracking, eye features extraction and iris liveness detection. Since eye’s movement based approach requires more images than the others do, the running time is longer. However, this approach works successfuly with not only printed images but also static eye digital images. Moreover, the extracted features from my method can be used for further processing in an iris-based security system such as iris recognition. Figure. 22 shows my classification result with the seven selected GMMs.
Figure 18. Fake eye image generations.

Figure 19. IriTech, Inc.'s fake eye images.

Figure 20. The accuracy of our proposed method with respect to the GMMs combination.
Because our fake eye dataset is composed of liveness eye digital images without post-processing, the false negative rate is 4.878. Conversely, evaluating on the real world fake eye images by the IriTech, Inc., which consists of high quality eye printed images, the result indicates that my method is a promising one for iris liveness detection based on eye movements with false negative rate is 0.000.

Figure 21. Iris liveness detection application.

Figure 22. Our proposed method accuracy.
4. Conclusion
In this paper, this research introduced a new approach for iris liveness detection based on eye movement’s features. In fact, my study includes pre-processing methods for an iris-based security system such as eye detection, eye feature extraction, and iris liveness detection for both low and high quality images. The average accuracy of my proposed method on our and IrisTech, Inc.’s databases is 94.704% and 100%, respectively. This result indicated that my method is a novel and promising one for iris liveness detection based on eye movements with false negative rate is 0.000 on a real world database. Additionally, based on the data in eye features extraction, this research select the most informative iris image for further processing, e.g., iris recognition, etc. Our future works consist of minimizing sampling duration and taking attacks using contact lenses into account.
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