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Abstract: A grey-box model of an automated people mover system (APMS) is constructed in this paper. APMS is one of the urban transit constructions that is being constructed in Indonesia and used for connecting between terminals in the airport. The APMS model can be identified to obtain the mathematical representation of the full system by finding unknown parameters through the data measured from the installed system at the airport. Generalized reduced gradient (GRG) algorithm is operated to identify the model parameters. The model can then be used for verification and testing controller designs such as proportional-integral-derivative (PID) or model predictive control (MPC), and energy-saving strategies. The obtained model is able to follow the dynamic of the real APMS with RMSE value 0.013.
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1. Introduction

Nowadays, train signaling system technology in Indonesia is experiencing rapid development with the creation of rail-based public transport infrastructure aimed at urban regions, known as urban transit. This signaling system technology is known as Communication-Based Train Control (CBTC). There are three urban transit constructions in Indonesia, for instance, Mass Rapid Transit (MRT), Light Rail Transit (LRT), and Automated People Movers System (APMS).

APMS, shown by Fig. 1, is a unique urban transit, as it only moves between terminals in the airport. Compared to MRT and LRT train, APMS uses rubber wheels instead of steel and has a lesser number of wagons. Indonesia’s APMS named Soekarno-Hatta Airport Skytrain in Soekarno-Hatta International Airport, Jakarta. This APMS has a track of 3.05 km which serves passengers to commute between three terminals: Terminal 1, 2, and 3. However, APMS in Indonesia still operates by a driver even though all APMS lines are equipped with CBTC and have the capability to be fully driverless and automated.

The previous people mover is Aeromovel train also consists of two wagons used at Taman Mini Indonesia Indah, Jakarta, Indonesia since 1989 [1-4]. Aeromovel train moves on steel wheels using the air duct blown to a square plate (a piston) placed under each wagon. No driver is required to operate aeromovel. A complete control system is applied to control the air pressure along the hollow duct to move and to stop the aeromovel.

Well-known control methods such as the PID controller or linear quadratic regulator (LQR) could be used to operate APMS automatically. However, these control methods require mathematical models such as differential equations or state-space mathematical models [5]. Since the past, researchers have developed a train mathematical model. The development of this mathematical model began in the early 1900s when Schmidt and Dunn introduced a practical model of train-resistance based on the familiar train-resistance equation, the Davis equation in 1926.
Furthermore, in 1970 the American Railways Engineering Association created a more comprehensive mathematical model described the train model properties [6]. In 1982, a further practical model was developed. The model is still widely used for computation and calculation purposes up to now [7]. The train model parameter values are obtained empirically from the train manufacturer [8-9]. However, the model parameter values from the train manufacturer compared to the real train may change due to the age and condition of the train. The discrepancy between the real and the mathematical model can lead to instability of the controlled APMS and it is unacceptable due to safety of passengers.

In this paper, the parameter values of the train mathematical model will be obtained by means of grey-box model. The Grey-box model is a mathematical representation which parameter values obtained by optimization method [10]. The objective function of this optimization method is the error between the output of the mathematical model compared to the real APMS.

2. The Grey Box Model
In mathematical theory, a grey-box model is a well-known method that combines the mathematical model and the real output system with the optimization method so as to improve the accuracy of the parameter values which represents real dynamics of the real system [11-12]. The illustration of the grey-box model is presented as a block diagram in Fig. 2.

A. The Train Mathematical Model
The dynamics of the train mathematical model is represented by (1):

$$\frac{dv}{dt} = \frac{f(a)}{m} n_a - r(v) \tag{1}$$

The Davis equation, denoted by (2), is a well-known train-resistance [13]:

$$r(v) = q + b v + cv^2 \tag{2}$$

where $q$ is the resistance of train wheel rotation, $b$ is the resistance of friction between train wheel and rail, and $c$ is the resistance of air friction. Equation (3) shows the relationship between force and acceleration.
\[ f(a) = \sigma ma + \xi (m + \phi) + \psi v^2 \]  

(3)

It is also known from the train manufacturer that the parameter value of equation (1) and (3): \( m \) for half-full condition is 105,840 kg , \( n_n = 4 \), \( \sigma = 0.2835 \), \( \xi = 9.807 \times 10^{-3} \text{ m/s}^2 \), \( \phi = 3,300 \text{ kg} \), and \( \psi = 0.261 \text{ kg/m} \) respectively. However, the values of \( q \), \( b \), and \( c \) are unknown.

In this paper, the considered mathematical model of the APMS train is only the dynamics of the wagons. The paper does not consider the dynamics of the overall system of the APMS in the CBTC context. The behavior of the transmission signal such as latency [14-15], path loss [15-16], etc. is out of the scope of the paper.

B. Data Acquisition

Acquisition of input and output data from the APMS train is carried out after the equation of the train mathematical model is obtained. The input data consists of the acceleration of the train, and the output data received is the speed of the train. Those acceleration and speed data were taken from the CBTC subsystem called automatic train operation (ATO), which is located on the train. As an onboard system, ATO functions to control the train so that it can follow a given speed profile. In addition, ATO also receives tachometer sensor readings in the form of train speed and acceleration reference input from the driver. The weight of the train is in half-full condition when the data is collected.

![Figure 3. Train Input](image)

Input and output data of the train are represented in the form of a Cartesian diagram with the x-axis being the time in seconds, and the y-axis for the input is the acceleration in \( 2 \text{ m/s}^2 \) and for the output is the speed in \( \text{m/s} \) shown in Figure 3 and Figure 4. The total data acquisition time is 35.4 seconds, with a time sampling of 0.1 seconds.
3. Optimization Method

A. GRG Algorithm

There are several algorithms that can be used to solve nonlinear problems like Gauss-Newton and steepest descent methods [17]. Nevertheless, GRG algorithm in Excel has some advantages compared to them in terms of robustness and reliability so that this algorithm will be used on this paper [18]. This algorithm converts inequality constraints into equality form using slack variables. This method was first developed by Lasdon et al. [19] and further by Smith and Lasdon [20]. Druid describes the full description of the method in [21].

If there is a nonlinear equation in general form, where \( F(c_d) \) and \( g(c_d) \) are functions that are continuous and can be derived in the domain \( \{c_d \mid l \leq c_d \leq u\} \). The problem is stated as:

Minimize \( F(c_d) \) \hspace{1cm} (4)

with constraints \( g(c_d) = b_g \) and \( l \leq c_d \leq u \)

Assume there is a slack variable, a variable added to eliminate the constraints, in the decision variable for all constraints, which implies that the unit matrix consists of the Jacobian value of the constraints. This matrix has a full low rank.

\[
J = \begin{bmatrix}
\frac{\partial g_1}{\partial c_{j_1}} & \ldots & \frac{\partial g_1}{\partial c_{j_n}} \\
\frac{\partial g_2}{\partial c_{j_1}} & \ldots & \frac{\partial g_2}{\partial c_{j_n}} \\
\vdots & \ddots & \vdots \\
\frac{\partial g_n}{\partial c_{j_1}} & \ldots & \frac{\partial g_n}{\partial c_{j_n}} \\
\frac{\partial g_1}{\partial c_{k_1}} & \ldots & \frac{\partial g_1}{\partial c_{k_n}} \\
\frac{\partial g_2}{\partial c_{k_1}} & \ldots & \frac{\partial g_2}{\partial c_{k_n}} \\
\vdots & \ddots & \vdots \\
\frac{\partial g_n}{\partial c_{k_1}} & \ldots & \frac{\partial g_n}{\partial c_{k_n}}
\end{bmatrix}
\] \hspace{1cm} (5)

The steps to complete the GRG algorithm can be written as follow:

1. Initialize the initial value \( c_{j_1} \).
2. Look for a feasible solution, which must be less than an error value \( \varepsilon \), where \( \varepsilon > 0 \). If it is less than \( \varepsilon \) stop the process, if else go to the step 3.
3. Calculate Jacobian \( J \) value of the constraints
4. Choose a group of basic variables $c_{db}$ in the basic solution whose values are not zero, so the matrix value $B_p$ from the base column $J$ becomes non-singular. Factorize $B_p$. The remaining variable is called the non-base variable $c_{dnb}$, the variable in the basic solution which has zero value $B_p = \frac{\partial g(c_p)}{\partial (c_{db})}$.

5. Solve the multiplier value $B_p^r = \frac{\partial F(c_d)}{\partial (c_{dnb})}$.

6. Calculate the value of reduced gradient $r = \frac{dF(c_p)}{d(c_{db})} - J^T p$.

7. If the $r$ value projected on the constraint is small, then the calculation is stopped because the value has reached the optimal value.

8. Look for search directions $d$ for the non-base variables $r$ and do tangential directions search.

9. Do a direction search based on the search direction $d$. For each step, adjust the value $c_{db}$ which fulfills $g(c_{db}, c_{wrb}) = b$ by using $B_p$.

10. Return to step 2.

A. Parameter Estimation

In this paper, the optimization method above is used to find the unknown parameter values of the grey-box model in (2). GRG algorithm is used because (1), (2), and (3) show that the train equation is a nonlinear equation. Before implementing the GRG algorithm, the equations (1), (2), and (3) which are continuous-time functions are converted into a discrete-time function. The conversion process is carried out by using the first-order Euler method [22] as (6):

$$v(t + 1) = \left( \frac{\sigma ma(t) + \xi (m + \phi) + \psi v^2}{m} - n_m \left( q + b(v(t) + cv(t)^2) \right) \right) \Delta t + v(t)$$

(6)

The objective function for the optimization process is represented by the root mean square error (RMSE) given by (7):

$$\sqrt{\frac{1}{T} \sum_{i=1}^{N} (o(i) - v(i))^2}$$

(7)

The optimization process is defined by minimizing (7) subject to the constraint (6) where: $q \geq 0$, $b \geq 0$, $c \geq 0$ by changing: $q$, $b$, and $c$.

where:

- $o(i)$ = measured train speed at $i$ (m/s)
- $v(i)$ = speed of the train at $i$ (m/s)
- $T$ = total time (second)
- $i$ = index
- $N$ = N numbers

4. Simulation Result

GRG algorithm is a deterministic method, which means this algorithm requires the initial values for estimating the parameter values. To minimize the RMSE value several initial values
will be used to find the best one. From (1), it can be seen that the unknown parameters located in the second term of the equation which describes the train-resistance equation. There are three parameters that will be guessed: $q$, $b$, and $c$.

Finding the initial parameter values which give the lowest RMSE value would be a challenging task because the incorrect initial guess will trap the value in the local minima. Based on the known value on (1), the upper and lower bound of the three initial forementioned parameters above to give a dynamic response are between 0 to 0.7. By knowing these boundary values, the combination of the initial values with the same step size of 0.1 for all will be put in the GRG algorithm.

<table>
<thead>
<tr>
<th>Initial values</th>
<th>RMSE</th>
<th>Number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$ $b$ $c$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7 0.7 0.7</td>
<td>0.013</td>
<td>21</td>
</tr>
<tr>
<td>0.6 0.6 0.6</td>
<td>0.012</td>
<td>19</td>
</tr>
<tr>
<td>0.5 0.5 0.5</td>
<td>0.012</td>
<td>17</td>
</tr>
<tr>
<td>0.4 0.4 0.4</td>
<td>0.012</td>
<td>22</td>
</tr>
<tr>
<td>0.3 0.3 0.3</td>
<td>0.012</td>
<td>18</td>
</tr>
<tr>
<td>0.2 0.2 0.2</td>
<td>0.012</td>
<td>20</td>
</tr>
<tr>
<td>0.1 0.1 0.1</td>
<td>0.013</td>
<td>13</td>
</tr>
<tr>
<td>0 0 0</td>
<td>0.013</td>
<td>14</td>
</tr>
</tbody>
</table>

Table (1) shows the combination of the initial values along with the RMSE result and number of iterations. Excel Solver conducted the simulation shown by Fig. 5 with GRG algorithm implementation and 0.0001 convergence setting. This simulation will stop if the last five iterations show no significant movement.

From the result in Table (1), it can be concluded that the initial value with the least number of iterations is 0.1 and the initial value with the smallest RMSE accumulation, and the least number of iterations is 0.5. There are two different characteristics between the convergency of the initial value of 0.1 and 0.5. For the first one, it has a smaller initial RMSE value at the first iteration with a score of 3.426 and converges in 13 iterations. The second one has a more significant value with a score of 8.06 at the first iteration and more iteration to converge. However, it has a smaller number of RMSE accumulation of 0.013 instead of 0.012 as the first one.

![Figure 5. Convergence of GRG algorithm](image-url)
Because of the small difference between the total RMSE score between initial values of 0.1 and 0.5, the value with smaller number of initial values and number of iterations was chosen which is 0.1. Then, the new parameter values are found respectively 0.2 m/s², 0.037 1/s, dan 0.02 1/m. The parameters are put back into (7), and the resulting APMS train equation model is:

\[ v(t + 1) = (1.112a(t) - 0.16 - 0.037v(t) - 0.002v(t)^2)\Delta t + v(t). \] \hspace{1cm} (8)

The mathematical model equation in (8) is then used to simulate the train model using the train input data and then compared with the original train output, the difference between the train output data and the simulated train model is calculated as a RMSE value equals to 0.111. The simulation results of the obtained train model are displayed in figure 6.

The simulation results demonstrated that the model of the train follows the dynamics of the real train. However, in the time interval between 11.4th and 17th seconds, there seems to be slight difference dynamics. In Fig. 3, it can be seen that in 11.4th second, there is a change in the input acceleration from 0.139 to 0. The dynamics of the train model immediately follow the change in Fig. 6 with a decrease in train speed. However, at the real output, it can be seen that the decline in the speed of the new train just occurred in the 13th second. The speed reduction is probably because, at the moment, the train is passing through an inclined path where the physical process is not included in the train model.

Equation (8) is transformed back into the continuous-time function at the end of the simulation as in (1) by arranging it as (9):

\[ \frac{v(t+1) + v(t)}{\Delta t} = 1.112a(t) - 0.16 - 0.037v(t) - 0.002v(t)^2 \] \hspace{1cm} (9)

If the limit value is set to zero, \( \Delta t \to 0 \) \hspace{1cm} [23], it converts (9) back to a differential equation that is a nonlinear continuous-time differential equation of APMS as (10):

\[ \frac{dv(t)}{dt} = 1.112a(t) - 0.16 - 0.037v(t) - 0.002v(t)^2. \] \hspace{1cm} (10)

6. Conclusions

The paper considered the modelling and validation process of the APMS model using the grey box model concept. The application of GRG algorithm in the grey-box model excellently found the unknown parameter values with RMSE value of 0.013. The simulation results showed that the created APMS model was able to follow dynamics of the original system. In the future, the created model needs to be designed by considering the shape of the train tracks,
for example, inclining or declining on the path to get a more accurate model. The obtained mathematical model can then be used to design control systems for automatic train control purposes.

<table>
<thead>
<tr>
<th>Nomenclatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
</tr>
<tr>
<td>( B )</td>
</tr>
<tr>
<td>( b )</td>
</tr>
<tr>
<td>( c )</td>
</tr>
<tr>
<td>( c_{db} )</td>
</tr>
<tr>
<td>( d )</td>
</tr>
<tr>
<td>( f(a) )</td>
</tr>
<tr>
<td>( F() )</td>
</tr>
<tr>
<td>( g() )</td>
</tr>
<tr>
<td>( J )</td>
</tr>
<tr>
<td>( l )</td>
</tr>
<tr>
<td>( m )</td>
</tr>
<tr>
<td>( n_w )</td>
</tr>
<tr>
<td>( r )</td>
</tr>
<tr>
<td>( T )</td>
</tr>
<tr>
<td>( u )</td>
</tr>
<tr>
<td>( v )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Greek Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon )</td>
</tr>
<tr>
<td>( \xi )</td>
</tr>
<tr>
<td>( \sigma )</td>
</tr>
<tr>
<td>( \tau )</td>
</tr>
<tr>
<td>( \phi )</td>
</tr>
<tr>
<td>( \psi )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>APMS</td>
</tr>
<tr>
<td>ATC</td>
</tr>
<tr>
<td>CBTC</td>
</tr>
<tr>
<td>GRG</td>
</tr>
<tr>
<td>LRT</td>
</tr>
<tr>
<td>MPC</td>
</tr>
<tr>
<td>MRT</td>
</tr>
<tr>
<td>PID</td>
</tr>
<tr>
<td>RMSE</td>
</tr>
</tbody>
</table>
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