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Abstract: In this study, we attempt to use a convolutional neural network (CNN) to identify cats’ 
different sounds. CNN is proven to classify different patterns from the spectro-temporal features 
of a sound and thus well suited for sound classification. We will perform data transformation 
using mel-frequency cepstral coefficients (MFCCs) to extract the sound frequency to apply this 
method. In MFCCs, each frequency bin is quasi-logarithmically spaced so that it resembles the 
resolution of the human auditory system compared to the spectrogram. We will be using four 
convolutional layers of CNN architecture with a pooling layer and dense layer as the output layer 
in our model. From the sound ontology Audio set, we can collect 595 different sound data 
classified into five categories of cat sounds, which we used to train our model. From our training 
process, our model can achieve a classification accuracy of 88.473254%. In the future, we look 
forward to improving our model accuracy by adding more data and even out each label to reduce 
overfitting. We would also like to implement a data augmentation method on our dataset to 
improve our model accuracy. 

Keywords: Convolutional Neural Network (CNN), deep learning, Mel-frequency cepstral 
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1. Introduction
An artificial neural network or just a neural network is a machine learning algorithm that

consisted of nodes and neurons which pass information to one another. It offers flexibility in its 
application allowing a neural network to be used in various problems in real life [1]. This 
comprehensive application also pushes different network architecture models based on the neural 
network [2]. One of the most famous architectures of an artificial neural network is the 
convolutional neural network (CNN). 

A convolutional neural network is most commonly used and widely acknowledged for 
performing pattern and visual recognition for various image classification tasks [3-4]. 
Convolutional neural networks in the field of image classification can be applied to a wide range 
of problems from classifying traffic signs [5] to handwriting [6] and even able to detect brain 
tumors [7]. Right now, the application of a convolutional neural network is also used in the field 
of sound classification. The most common application of a convolutional neural network is sound 
classification is to classify general or environmental sounds [8-10]. A convolutional neural 
network can be applied for sound classification by transforming the sound data as spectrogram-
like inputs and then identifying the patterns on said inputs [11-12]. This way, the model can 
distinguish different noise-trait from different sources of sounds. 

Animal sound classification with CNN while has been gaining traction, is still only a fraction 
of total study in the field on sound classification. Furthermore, animal classification outcome is 
often more focused to determine species of the animal rather than the emotion based on their 
sound [19-20]. With this paper we try to shift our focus from species classification to emotion 
classification based on animal sound, specifically cats. 

The problems with sound classification are the difficulty of acquiring a huge amount of data 
that is consistent. Consistency in sound data is harder to achieve compared to image data. Sound 
data is more prone to noises and more affected by different capturing devices and compression. 
Some audio feature visualization methods such as Mel-frequency cepstrum can help in 
mitigating noise in sound data [13]. The convolutional neural network also needs large quantities 
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and balanced data to avoid overfitting, which is where the data will perform well on training data 
but poorly on real data. 

In this paper, we applied a convolutional neural network to perform a sound classification of 
different noises made by cats. Our data consists of cat sounds that are labeled as emotions. Our 
model will then be used to classify these emotions based on cat sounds. To do that, we perform 
feature extraction with Mel-frequency cepstral coefficients (MFCCs), which are collective 
coefficients of Mel-frequency cepstrum. We will discuss the architecture of the CNN with the 
feature generated by MFCCs and its score performance. 

Different noises of cats often linked to distinctive behaviour or emotions, with this paper as 
a foundation we planned to build an algorithm to detect cats emotion not only based on noise, 
but also on implement species, gender, and age to more accurately interpret cat’s emotion based 
on its sound. Sadly, there are not enough data about cat sound classification that incorporate 
above characteristic, therefore we also plan to built a mobile application to provide services of 
detecting cat’s emotion based on sound and those characteristic while also using those data and 
feedback to build the algorithm. 

2. Method
A. Convolutional Neural Network

Convolutional Neural Network is a class of deep neural network built based on a multilayer
perceptron model. This convolutional layer each consisted of multiple neurons or nodes that are 
interconnected to the next layer [14] and stacked together to construct a deep architecture. CNN 
is built upon Each point of data and then will be fitted to these layers so that our model can learn 
high-level hierarchical feature from our data [15].  

Figure 1. Convolutional neural network model used in this study. 

In this study, our model will be built with four convolutional layers, with the output layer as 
a dense layer. A dense layer means that all the nodes from the previous layer will be fully 
connected. For out input layer, the input layer will receive the input shape of (40, 431, 1). This 
input shape is based on the Mel-frequency cepstral coefficients (MFCCs) transformation of our 
data. The data we will be using will be transformed into 40 coefficients. We will be taking the 
maximum number of frames from each number of coefficients. For our data, the number of 
frames on each MFCCs is approximately 431. Therefore we will apply zero paddings on the 
output of transformation to equalize the number of frames. So, our layer will be 2-dimensional 
layers. 

The convolutional kernel will inspect our data in the specified dimension until the entire data is 
analyzed. The dot product of the operation will then be calculated and passed to the next layer. The 
small size of the layer compared to our input size will allow our model to learn the pattern in a 
more localized way and more thorough in detecting the presence of specific elements in sound 
classes even with the existence of noises. 

For each layer, we will also add a pooling layer to reduce our layer’s dimensionality and thus 
can focus on more important parts [16]. On each layer, we also apply a 0.2 dropout to reduce the 
number of nodes randomly to avoid overfitting. By reducing the number of nodes in each layer, we 
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will prevent our model from accidentally become too limited to the training data. Implementation 
of dropout makes so that our nodes did not become too dependent on other nodes and make the 
nodes learning process priorities the feature itself. 

On this experiment, we will use 4-layer convolutional network architecture. On the input 
layer, we will start with 16 nodes and then increase it incrementally to 32, 64, and finally, on the 
final layer, 128 nodes. These layer will be formed with Conv2D algorithm to match our 2-
dimensional input shape. For all of the layers, we will use 2 x 2 convolutional window or kernel 
size, which is the dimension where our model with inspecting the data. On the output layer, we 
will apply a dense layer so that it is interconnected with the previous layer. Finally, this model 
will use rectified linear units (relu) as an activation unit. Relu has been shown to bring 
improvement in learning speed to a deep neural network and thus is used as a standard activation 
function for the deep neural network [17]. Relu brings computational simplicity, representational 
sparsity, and linear behavior to the neural network model. Relu activation function simply works 
by returning the value that is inputted or zero if the input is less than zero. 

 
Figure 2. Simplified convolutional diagram used in this experiment. 

B. Mel-frequency Cepstrum 
Mel-frequency cepstrum (MFC) is a visual representation of sounds as a spectrum, like a 

spectrogram. Mel-frequency cepstral coefficients (MFCCs) are coefficients that make up an MFC. 
In MFCCs, each frequency bin is quasi-logarithmically spaced roughly, resembling the resolution 
of the human auditory system compared to the standard spectrogram, which has an equal number 
of hertz for each frequency bin space. This makes MFCCs have a more biologically inspired feature 
and perform better in speech recognition and segregation [18] as well as in animal sound 
classification [19]. Another example of time-frequency representations (TFRs) that can be used for 
animal sound classification is harmonic-component based spectrogram and percussive-component 
based spectrogram [20]. 

 
Figure 3. Visualizing cat’s meowing sound using MFCCs 

 
We used librosa to calculate the MFCCs values of our data. Librosa calculate MFCCs values by 

using Discrete Cosine Transform (DCT) on mel-scaled spectrogram of our data that is converted 
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into decibel. We use the type II of DCT and then take the first 40 coefficient as MFCCs. The 
formula for calculating DCT type II is 𝑋𝑋𝑘𝑘 =  ∑ 𝑥𝑥𝑛𝑛𝑛𝑛−1

𝑛𝑛=0 cos �𝜋𝜋
𝑁𝑁
�𝑛𝑛 + 1

2
� 𝑘𝑘� where x the mel-scaled 

spectrogram value which converted to decibel unit. 
MFCCs can visualize our data in the shape of a heat map-like figure. This figure can be quantized 

based on the number of coefficients specified and the sample rate of the audio. The result of an 
MFCCs visualization can be seen in Figure 2. 

C. Dataset 
We will collect the data from a human-labeled audio ontology called an audio set. Each entry 

of an audio set is a 10-second sound clip that is drawn from YouTube videos. From this ontology, 
we will take sound data that is categorized as cat sound data. These data categorization consists of 
purring, which is a sound made by cats to indicate relaxed pleasure, meowing which is a classic 
tonal communication made by cats, hissing which is a sound when a cat is giving a warning or 
indicating disapproval, caterwaul, which is the yowling sound made by a cat in heat, and growling 
which is a sign of aggression or expression of anger from cats. 

D. Other Studies 

 
Figure 4. Oscillogram of each of the cat sound samples, from top to bottom: purr, meow, 

growling, hiss, caterwaul. 
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 There have been some studies conducted about sound classification on animals which 
specifically using convolutional neural network or its variations. For example, E. Şaşmaz and F. 
B. Tek in “Animal Sound Classification Using A Convolutional Neural Network” conduct a 
research to identify 10 different animals based on sound using convolutional neural network with 
different optimizers [19]. In said study, E. Şaşmaz and F. B. Tek is able to achieve the best 
accuracy of 75% using NADAM (Nesterov-accelerated Adaptive Moment Estimation) as the 
optimizers. 

 
Figure 5. Accuracy and Confusion matrix from “Animal Sound Classification Using A 

Convolutional Neural Network”. 

 In “Investigation of Different CNN-Based Models for Improved Bird Sound Classification”, 
J. Xie, K. Hu, M. Zhu, J. Yu and Q. Zhu combine three CNN model with different TFRs (Time-
Frequency Representation) in a VFF style network [20]. With this model they were able to 
achieve a balanced accuracy of 86.32% and weighted F1-score of 93.31% 

3. Experiment and Results 
A. Data Collection 

In this study, we will be using a sound dataset from an audio set. We will be choosing data 
based on a specific label on the audio set. The label that we choose is purr, meow, growling, hiss, 
and caterwaul. Each of these sounds will be used to interpret a specific sound of cats. Purring is 
categorized as happy or relaxed, meowing is categorized as neutral, growling is categorized as anger 
or aggression, hissing is categorized as cautious or tense, and caterwaul is categorized as lonely. 
The visualization of each sound can be seen in Fig. 3. 

Audio set on cat sounds consists of 3,964 data. But, due to the nature of the ontology itself, data 
on the audio set can consist of multiple labels. We choose to collect data that only have our specified 
label (purr, meow, growling, hiss, and caterwaul) and nothing else. Some of the data from the audio 
set are also unavailable because the video on youtube is deleted or is not available in Indonesia. In 
the end, we managed to collect 595 data divided into five labels that can be seen in Table 1. 

Table 1. Distribution of Data  

Label Quantity 

Purr 168 
Meow 107 

Growling 70 
Hiss 146 

Caterwaul 104 
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The limited number of data will no doubt affect the performance of our model. Even more, the 
unbalanced amount of data on each label will also affect the performance in negative ways. Despite 
the limitation of our data, we hope that our model will still perform adequately. In the future, we 
hoped to perform this experiment with an additional amount and more balanced data. 

Each of the data in audio set is linked to a specific youtube video containing the sound and 
timestamped in a 10-second duration. Thus, in the data collection process, we will download the 
sound data directly from youtube. For the download process itself, we will be using open-source 
software called FFmpeg and a python script. We will download the audio portions of the youtube 
video on the specified timestamps with a 44100 sample rate, two channels, 16-bit depth, and .flac 
format. 

B. Data Transformation 
 Before we can use our audio data to perform model training, first, we perform a transformation 

process on our data. In this step, we choose Mel-frequency cepstral coefficients (MFCCs). By using 
MFCCs, our model will be able to analyze sound frequency on our data in a time-based 
characteristic. This is because MFCCs summarises frequency distribution on the duration of the 
data. Fig. 5 is the visualization of MFCCs if compared to a spectrogram. 

In this process, we will extract numeric values from the MFCCs. For the MFCCs extraction, we 
will be taking 40 coefficients from our audio data. We will also specify 431 as the maximum 
number of features that can be extracted from our data. Thus, after the transformation, the shape of 
our data is a 40 by 431 two-dimensional matrix. 

 
Figure 6. Process flow diagram for this experiment. 

C. Experiment 
For this study, we choose to use a convolutional model with four layers. Convolutional layers 

can detect features from data by hovering over the data on specified window size. The bigger the 
window size, the faster a model can perform training from data, but it also reduces the number of 
features that can be extracted from data. To balances the speed and the number of features, it is 
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important to choose the right number of windows on a CNN model. For our model, we decided to 
use a simple 2x2 windows to perform feature extraction on our 40 by 431 data. 

The convolutional neural network consisted of nodes. These nodes are part of our model that 
performs training and prediction based on the data. For our model, each convolutional layer will 
have an increasing number of nodes. We will use 16 nodes in the input layer up to 128 nodes on 
the final layer. Convolutional layers are called convolutional because they work in the same 
concepts of convolutional filters that are used in image or signal processing. But there is also a 
dense layer that is used in our output layer. In the dense layer, all the nodes from the previous layer 
will be connected to the current node, and so for the output layer, there will be five nodes for each 
type of label that is interconnected to each node from the previous layer. 

In our model, we will also apply a pooling layer. This pooling layer will be associated with each 
of the convolutional layers to reduce the dimensionality of our model. by reducing the 
dimensionality. We will also reduce the time needed for training. The pooling layer can also reduce 
overfitting because the dimensionality reduction means our model will less likely develop a 
dependency on the previous layer. 

In the training process, the data will be split into training and testing data. For the training data, 
we will be using 80% of the dataset, and for the testing data, we will be using 20% of the dataset. 
For the validation process, we will be using accuracy to measure the performance of our machine 
learning model. 

 

 
Figure 7. Comparison image between sound visualization with MFCCs (top) 

 and spectrogram (bottom) 
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4. Result 
 Because our data has a balanced number of each classification label, and we have 5 different 
classification label, we use simple accuracy measurement instead of precision, recall, or F1 score. 
In machine learning, accuracy is simply measured with 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝐴𝐴𝐴𝐴𝐴𝐴 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
. In our 

experiment, we calculate the accuracy using keras method model.evaluate. This method also 
take into account the loss value of our model during the fitting phase into our accuracy.  
 Our model yields prediction results as follows, on the training data, our model able to predict 
the sound of a cat correctly 88.473254% percent of the time, but on our testing data, the model 
only able to predict 70.80734% percent of the time. This means there is approximately a 20% 
difference between our model performance on training data and testing data. 
 

 
Figure 8. Confusion matrix of the accuracy of our model when classifying training data (top) 

and testing data (bottom). 

This difference between training accuracy and testing accuracy can happen because of 
overfitting, which is when our model is too accustomed to the training data. We conclude that this 
happens because our dataset has too few data, and our model cannot perform the training process 
effectively. The imbalance in our dataset may also affect the testing accuracy of our model, which 
can be seen on the confusion matrix of the testing data, the growling category, which has the least 
data in our dataset achieve the least accuracy compared to other category. 
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To improve our model accuracy when dealing with new data, we will need to increase the 
number of data is used for training and balanced the data, so each label has the same amount of 
data, and applying a data augmentation method on our data. 

We also show the confusion matrix result of our model to visualize how accurate our model 
predict each classification label. On the X-axis of the confusion matrix is the predicted value, and 
on the Y-Axis of the confusion matrix is the actual value. For example on Caterwaul label, we have 
75 data correctly predicted, 1 data wrongly predicted as Growling, 2 data wrongly predicted as 
Hissing, and so on.  

5. Conclusion 
In this study, we attempt to build a convolutional neural network model that is able to perform 

sound classification from different kinds of cat sound. 
Our model is able to perform well by implementing Mel-frequency cepstrum coefficients 

transformation on the sound data. From our training process, our model is able to yields relatively 
high accuracy when compared to another study with different methods, when taking into account 
the limited number of data available and limited time for the training process. This concludes that 
the convolutional neural network is indeed effective when used to perform sound classification. 
The problem that we found in this study is that in our model, due to the limited number of data and 
the unbalanced state of the dataset, our model is slightly overfitting to the training data. 

In the future, we would like to improve our model by expanding our dataset and even out each 
different category, as well as applying sound augmentation to reduce overfitting and improve our 
model accuracy. 
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